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Introduction to the Course

The reason a lot of people do not recognize
opportunity is because it usually goes around
wearing overalls looking like hard work.

THOMAS EDISON

Welcome to Math 153, the first semester of the calculus sequence at
Western Carolina University. This course is meant to be a first intro-
duction to calculus for students that are well-versed in the prerequisite
background of algebra and trigonometry. That is, in this course we will
assume that you are comfortable with topics such as solving an equation
for a variable, completing the square, using trigonometric identities, and
so forth. We will not assume you have seen any calculus before, and will
take the time to carefully explain calculus topics and their applications in
class.

College-level mathematics

As many students in this class will be first-semester freshmen, or upper-
classmen taking their first mathematics course, it may be worthwhile to
go ahead and discuss some of the general differences between courses in
high-school and college, as well as some particular differences in mathe-
matics courses.

General information about courses in college

College-level courses typically require more of students than the courses
you have taken in high-school, even if the courses cover similar material.
It is generally expected that once you are in college you are capable of
some independent learning, and mature enough to realize that you need
to set aside dedicated time to study for your courses. Courses in college
typically move at a faster pace than courses in high-school and require
that you regularly and consistently take notes in class, review your notes
after class, read in your textbook, and work on problems and exercises
from the textbook to practice the material even if those problems aren’t
explicitly assigned in class.
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In addition, compared to teachers in high school, professors in college
are usually much stricter with deadlines, more demanding on homework
and exam problems, and less lenient about seemingly minor mistakes.
Most professors feel very strongly that students should receive the grade
they earned through their work over the semester, and as such many col-
lege professors do not offer extra credit of any kind! If you happen to have
done poorly on an exam, including earning a failing grade, you'll usu-
ally have to live with that grade and simply try to do better on future
assignments. While in high-school you may have had teachers that al-
lowed you to turn homework assignments in late for some partial credit,
or turn in corrections to incorrect problems after an exam, these oppor-
tunities are usually non-existent in college. There are many fewer, if any,
opportunities to make up poor grades in college, and so you need to
take all of your assignments seriously from the very beginning of the
semester.

For some students, even students that did well in high-school, the
lack of extra credit opportunities, the difficulty of the material, the high
expectations of professors, and the very little leniency in grading can
come as a very unwelcome surprise. Instead of being scared or worried
about these things, though, you should simply be aware of them. Even
though there is no denying college courses are more difficult than courses
in high-school, there are a lot of resources available to help you. Here are
a few things to keep in mind as you make the transition to college:

* If you're struggling in a class, you are almost certainly not alone.
Many courses are technical and challenging for most students. How-
ever, these courses often have some sort of organized help session
where students can work together to understand the material, or
sometimes interact with students in more advanced courses who
can help guide them through the material they are struggling with.
The exact format and schedule of such help sessions varies depend-
ing on the course and the department, so you may have to ask
around to determine if there are help sessions and when they take
place. If in doubt, email your professor and ask them.

* Regardless of whether there are official help sessions for a course
or not, interacting with other students in a course can greatly en-
hance your learning and help you to enjoy college. It's a good idea
to try to make friends with other students in your courses so that
you have someone else to study with, someone who can possibly
explain something you missed in class, or let you copy their notes
if you happen to be absent from class one day.
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* Professors are typically very upfront and transparent about how
they will grade your work, often describing very precisely what
their expectations will be at the start of the semester. You may very
well have information overload the first few days of class and feel
like you won't be able to remember everything, but usually profes-
sors list everything you need to know either in the course syllabus,
in some document online, or verbally in class.

¢ Professors want their students to succeed (even though sometimes
that can be hard to believe if you have a course with very regular
homework, required readings, and difficult exams), and will help
you if you come to them for help. Many professors enjoy discussing
the material from class with their students and will try to offer al-
ternative explanations or descriptions if students will simply ask.
Most professors have office hours where they simply wait in their
office for students to come by and ask questions about the material
from class. If a professor’s office hours happen to conflict with your
schedule, the professor will usually be willing to meet with you at
an alternative time, though you will need to coordinate that time
with the professor.

Just to emphasize, your professors are there to help you, but you of-
ten have to take the first step in asking for help. You can try to talk to
your professor just before or after class, come to their office hours, set
up an alternative meeting time, or simply send them an email with any
comments or concerns about the course. Having said that, you should not
expect your professor to do your work for you. For example, if you are
working on a homework assignment and you have a problem where you
don’t even know how to get started, it’s okay to ask your professor if
they can explain what the question is asking. Usually your professor will
then try to clarify anything that isn’t clear about the problem and might
try to nudge you in the right direction to getting started on the problem.
However, the professor will not walk you through every step of solving
the problem from start to finish: your professor wants you to figure out
how to solve the problem, not solve the problem for you.

Information about mathematics courses

Mathematics courses in college are often more concerned with logic and
conceptual understanding, and less concerned with rotely memorized
formulas, than classes in high school. For example, professors usually
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want to see your line of reasoning in solving a problem and award more
points for logical work than for the final numerical answer. In fact, many
professors will award zero points on a homework or exam problem if
the student writes down a correct numerical answer with no supporting
work. This often results in students being shocked or upset, feeling they
should have received credit for their answer. Professors, though, really
want you to learn the concepts and learn how to think and communicate
your thoughts. If you simply write down a number without any work,
your professor does not know if you actually know how to solve the
problem or if you just made a lucky guess. For this reason it is important
that you write down all of the details of your calculations.

There is no denying that learning college-level mathematics, regard-
less of the course or the professor, can be difficult. To truly learn the
material and do well in the course, you will need to invest serious time
in studying outside of class. You may also need to learn how to study;
study habits that were successful in high-school may not directly trans-
late to success at college. In particular, simply memorizing formulas or
working on problems similar to in-class examples but with a few altered
numbers, is usually not sufficient. To study mathematics successfully
you need to be incredulous: don’t simply take statements of theorems or
formulas for granted, but instead try to understand them. That is, try to
understand why a term is defined a certain way; understand how each
term or factor in a formula makes a contribution; try to find the underly-
ing logic behind why a theorem is true. Learning mathematics this way
is often time-consuming, confusing, and frustrating, but it can also be
extremely rewarding: there’s nothing quite like that “Ah-ha!” moment
when a topic you struggled with suddenly starts to make sense.

Remark.

If the above worries you or makes you feel anxious, that just means
you understand that you will be challenged when it comes to learn-
ing college-level mathematics — and that’s a good thing! It's much
better to be aware of the challenges ahead so that you can think
about how to tackle them, than it is to be blindsided and not know
what to do.
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Calculus at WCU

Calculus is taught at all universities and at many high-schools as well;
regardless of where you take calculus you will learn the same basic ma-
terial, although in slightly different ways and at a slightly different pace
depending on the school and the instructor. In this section we’ll quickly
discuss some of the specifics of calculus as it is taught at WCU.

Three-semester sequence

WCU, like most universities, breaks calculus up into a sequence of three
one-semester long courses, each course building on the previous courses.
This course, Math 153, is the first of these three courses and is primarily
focused on differentiation, which is the measurement and computation of
how things change. Before discussing differentiation we will discuss the
more fundamental notion of a limit; everything in calculus is defined in
terms of limits, and so we will spend a good bit of time getting com-
fortable with limits before moving to differentiation. Finally, towards
the end of the course we will learn the basics of integration which can
be thought of in two seemingly different, but closely related, ways: as a
method of adding together infinitely-many quantities in a special way,
and as a method of doing differentiation “in reverse.”

Remark.

Don’t worry too much if the terms mentioned above don’t mean
anything to you right now: the point of the course is to define and
study those ideas. Right now we're just giving a very general road
map for the topics we will ultimately discuss in this course.

The second calculus course, Math 255, is usually taken immediately
after students complete Math 153. (E.g., if you take Math 153 in the fall,
you’ll probably take Math 255 the following spring.) Math 255 picks up
where Math 153 left off by continuing the study of integration. Towards
the end of the semester Math 255 switches gears and discusses sequences
and series, which are two topics that are fundamental to many more ad-
vanced mathematics courses.

Finally, the third calculus course, Math 256, revisits the topics of Math
153 and Math 255, but using functions of multiple variables. This re-
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quires introducing a new mathematical object called a vector and study-
ing various operations that can be performed with vectors. Many ap-
plications of calculus to science and engineering make heavy use of the
material discussed in Math 256.

Textbook

There are many, many different calculus textbooks used at different schools
across the United States. At WCU, however, the mathematics depart-
ment has decided to use the OpenStax book Calculus by Strang & Herman
for all three courses in the calculus sequence. This book contains three
volumes, that roughly correspond to the three one-semester courses that
are taught at Western. The book is available for free online, but students
may purchase a hardcopy (about $30 for Volume 1 through Amazon) if
they desire.

Prerequisites and resources for WCU students

As previously mentioned, we will assume that students in this class are
comfortable with algebra and trigonometry. If, however, there are cer-
tain prerequisite topics you need to look up at some point in the semester
(e.g., if you need a refresher on how to complete the square), you should
always feel free to ask your professor either in-person during class, or
office hours, or through email. If you would like to look up some addi-
tional information about prerequisite topics on your own, however, the
following resources may be useful:

Stewart’s Algebra Review
http://www.stewartcalculus.com/data/default/upfiles/
AlgebraReview.pdf
Intended as an appendix for a calculus textbook written by the late
James Stewart, this short document has quick reviews of some of
the algebra that is most often used in calculus.

Paul’s Online Algebra Notes
http://tutorial.math.lamar.edu/Classes/Alg/Alg.aspx
Written as notes for his students at Lamar University, Paul Dawkins’
online notes contain many interesting examples and do a good job
of explaining the concepts behind several topics in algebra.

The Wikibook for Algebra and Trigonometry
https://en.wikibooks.org/wiki/Algebra


http://www.stewartcalculus.com/data/default/upfiles/AlgebraReview.pdf
http://www.stewartcalculus.com/data/default/upfiles/AlgebraReview.pdf
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https://en.wikibooks.org/wiki/Algebra
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https://en.wikibooks.org/wiki/Trigonometry

Wikibooks are an attempt by the Wikipedia community to write
high-quality textbooks about a variety of different topics. Like Wikipedia,
these books are under perpetual revision and tend to get better with

time as more people contribute to them.

KhanAcademy for Algebra I, IT and Trigonometry
https://www.khanacademy.org/math/algebra
https://www.khanacademy.org/math/algebra?
https://www.khanacademy.org/math/trigonometry
KhanAcademy has several videos on precalculus topics, but these
links contain the material that is most pertinent for our course.

The Math Tutoring Center

WCU has a Math Tutoring Center (MTC) which is dedicated to helping
students succeed in their mathematics courses. Located on the fourth
floor of Stillwell, the MTC employs several students that have completed
mathematics courses (such as calculus) and were recommended by their
professors to be tutors. The MTC offers free tutoring for students both as
a drop-in and a scheduled service. That is, you can simply show up at the
MTC any time they are open, without having made an appointment, and
there should be a tutor available to help you. If there is a particular tutor
you want to work with, you can also schedule one-on-one appointments
with them. Be aware, though, that tutors are explicitly told to not do your
work for you, but instead will try to explain concepts and work similar
examples with you.

Differences between sections

College courses that have very high enrollment numbers, such as calcu-
lus, are often broken up into smaller sections. For example, if 150 stu-
dents at WCU were enrolled in Math 153, those 150 students might be
split up into five sections of thirty students each. When a course is bro-
ken up into several sections like this, it is very common that different
sections will be taught by different professors. Even though all of the
students across all sections are learning the same material, there will be
small differences between sections taught by different professors. This
can be a cause of confusion if one student is taking one professor’s sec-
tion and they have a friend in a different section with another professor.
Even though both students are taking the same course, they may very


https://en.wikibooks.org/wiki/Trigonometry
https://www.khanacademy.org/math/algebra
https://www.khanacademy.org/math/algebra2
https://www.khanacademy.org/math/trigonometry
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well have different sets of homework, different exams, and their profes-
sors may cover the material in different orders or at different paces.

At WCU, professors have a lot of autonomy in deciding how they are
going to teach their sections. Each professor writes their own syllabus,
chooses their own homework assignments, quizzes, and exams, decides
how those assignments will be graded, and so on. Despite these dif-
ferences, by the end of the semester all Math 153 students — regardless
of which section they were in or which professor they had — will have
learned the material. It’s just worthwhile to be aware of these differences
in case you discuss the course with someone in a different section: don’t
be surprised if they are covering material we have not yet covered, or are
currently covering things we already covered.

Dr. Johnson’s sections

Now that we’ve discussed some of the commonalities across the Math
153 sections, but mentioned the fact there can be differences between sec-
tions, let’s talk about some of the particularities of Dr. Johnson’s sections.

Structure of the class

This semester (Fall 2023), I am teaching two sections of Math 153. Both
sections meet three days a week (Monday, Tuesday, and Thursday), with
the Monday classes being 50 minutes long and the Tuesday-Thursday
classes being 75 minutes long.

Our in-class lectures will typically be very discussion based, where
I'll introduce a topic, do some examples, and periodically ask students
for their input. I often pause during lecture to ask students if they un-
derstand or have any questions, and I strongly encourage students to
interact and ask questions as they arise. The class (I hope) will feel very
comfortable and informal, and students should be ready to ask questions.
I will also sometimes give the class a few minutes to try an exercise on
their own, then ask for a volunteer to post their solution to the board,
and then we’ll discuss the solution. If there are mistakes in the solution,
we’ll try to use that as an opportunity to discuss any misconceptions or
COMmon errors.

My general opinion is that the best way to learn math is to do math,
and so I'll plan to give you several exercises and problems to do each
week. The in-class exercises just mentioned are not taken up and graded,
but just meant to give you a chance to see how well you understand the



INTRODUCTION TO THE COURSE xii

material as we're going over it in class, and hopefully provide an oppor-
tunity for you to ask questions if you realize there’s some particular part
of the lecture you're not understanding. In addition, we will have short
“labs” that are done on Canvas, as well as weekly written homework
assignments, and sporadic pop quizzes.

The “labs” will usually be about ten questions long and will cover
the topics we discussed in class that day, and are due by noon the next
class day. For example, if we discuss the quotient rule in class on Tues-
day, then there will be a lab about the quotient rule that’s due by noon
on Thursday; if we discuss derivatives of trig functions on Thursday,
the corresponding lab is due by noon the following Monday (since our
class meets Monday-Tuesday-Thursday). The point of the labs is to give
us a way to be sure everyone is following along with the basic idea of
the material from day-to-day. The questions are not meant to be overly
complicated, but just to test your basic knowledge. (That’s not to say
the problems are always “easy;” some concepts we will learn in class are
a little tricky the first time you see them, and so the corresponding lab
might also appear a little bit tricky.) As the labs are on Canvas, you will
know instantly once you submit them which problems you got correct,
and which problems you got incorrect. After the due date of the lab, the
correct answers to all of the problems will be visible for everyone.

While the Canvas labs are meant to be relatively straight-forward,
the weekly homework assignments will typically be more difficult. The
homework is an opportunity for us to dive into the topics from class a
little deeper, and so the problems will often require multiple steps, or
may be more conceptual and less computational in nature, or will re-
quire some more serious algebraic manipulations than what we usually
have time for in our in-class exercises and the Canvas labs. Students of-
ten need to invest significant time working on the homeworks outside of
class, and will very likely need to come to office hours to ask questions,
or visit the Math Tutoring Center to receive help with the homeworks.
(I'm not trying to be mean to you by giving you difficult homeworks, but
the way: instead, I'm trying to push you a little bit to help strengthen
your understanding of the material and build up your problem-solving
skills.) Homework will usually be due by 11:59pm on Mondays, and you
will upload your homework solutions to Canvas. You will need to up-
load a single PDF file with your solutions. You can create this file either
by typing up your solutions, or by creating a scan of your hand-written
solutions using an app such as Adobe Scan or Microsoft Lens. Your scan
must be readable to receive credit! If I can’t read your work, whether because of
poor handwriting or a low-quality scan, you will not receive credit!
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Homework assignments are graded out of ten points, where (roughly)
tive points will come from an effort grade regardless of whether your an-
swers are correct or not, and the remaining points come from accuracy
where I will grade one or two problems on your homework to see if you
did the problem correctly. When I grade for accuracy, I'm not really con-
cerned with your final numerical answer to a problem, but rather the
process you used to solve the problem. If you have the right setup and
idea for the solution, and just make a minor algebraic or arithmetic mis-
take, you'll get most of the credit. If you only have an answer and no
supporting work, however, you'll receive zero credit.

After homework assignments are due, I'll plan to post a key to the
assignment with detailed solutions on Canvas. You should look at the key to
the assignment after it's posted! There is a very good chance that homework
problems will reappear during a midterm exam, or the final, and so you
want to be sure you know how to correctly solve the problems.

I do not plan to take attendance during class, except for the very be-
ginning of the semester. However, you really need to be coming to class when
you are physically able. To encourage this, I will sporadically give pop
quizzes at the start of class sometimes. These will be very short (some-
times just a single question), and are not graded for accuracy. Instead,
it serves as a way for me to see who is and isn’t coming to class. It also
serves as a starting point for our discussion for the day. Just to be clear:
the pop quizzes are worth just one point each, and you will receive that
point as long as you are in class for the pop quiz, even if your answers to
the questions are incorrect. The only way to receive zero credit for a pop
quiz is to not be in class for it, whether that’s due to an absence or being
late.

Remark.

During the COVID-19 pandemic, I started teaching this class as a
flipped classroom where students were expected to watch lecture videos
outside of class. This semester I am not using the flipped class-
room model anymore, but have decided to make the previously
recorded lecture videos available for you as supplementary study
material. So, if you missed a class for whatever reason, you can go
and watch the corresponding lecture videos to get an idea of what
we did while you were away. This should also be helpful resource
as you're studying for exams: if you realized there’s a particular
topic you don’t understand as well you as you’d like, you can watch
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the corresponding video and hopefully that will help to clear things
up.

Midterm exams

During the semester we will have three midterm exams on Tuesdays or
Thursdays. On these days students will have the entire 75 minutes to
complete an exam. The problems on the midterm will range from being
trivial (to make sure students know the basics) to being more involved
(to see that students are able to apply the concepts from class).

Calculators and other technology will not be allowed on midterm ex-
ams, but the problems will be constructed in such a way that any re-
quired arithmetic will be simple enough that students can quickly do the
calculation in their head or with pencil and paper. For example, you may
need to add simple fractions (such as 1+ 2) or multiply small-ish integers
(e.g., 13 x 7). Sometimes you may need to leave your answers in terms
of trigonometric functions, or as expressions involving roots or irrational
numbers, but that’s okay. It is totally fine to leave an answer as, say;, eVT —
you are not expected to be able to convert such a number to a decimal on
an in-class assignment.

Midterm exams will always be graded out of 100 points, with each
problem graded for accuracy. Partial credit is awarded when students
begin solving a problem correctly but make mistakes or simply stop solv-
ing the problem. However, students must begin solving the problem cor-
rectly to receive partial credit. Students will not receive partial credit for
completely erroneous or illogical work, or for solving a problem different
from what is asked on the exam.

The work you present on a midterm exam is expected to be written legibly
and easy to follow.

All students are expected to take each midterm exam. As discussed
in the Make-up exams and homework section below, make-up exams will
only be allowed in a few specific circumstances. Students should always
prepare to take the midterm at the date and time announced in class. Test
anxiety is not a legitimate reason to delay an exam. Students who miss
an exam for an unexcused reason will receive a grade of zero.

Tentatively, our midterm exams will take place on Tuesday September
19, Tuesday October 24, and Thursday November 16. These dates are
subject to change, however.
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Final exam

We will have a cumulative final exam at the end of the semester, the exact
date and time of which will be determined by the registrar. The structure
and format of the final exam is very similar to that of the midterm exames,
though the final will be somewhat longer and counts for a larger portion
of the student’s grade.

Make-up assignments

Generally speaking, no late work is accepted and no make-ups for missed
assignments are allowed. Of course, there are exceptions to this. For ex-
ample, if you are seriously ill or suddenly injured, then we will work
together to find a reasonable solution to a missed assignment. Or, if you
are student-athlete that will miss class because you are traveling with
your team to a university-sanctioned event and you notify me before you
leave with documentation from your coach, then we will find a reasonable
solution to what you have missed. However, if you happen to miss class
the day of an in-class assignment or when a written homework is due
because you overslept, are hungover, or simply too anxious or feel un-
prepared, you will not be allowed to make up any missed assignments
and you will receive a grade of zero on that assignment!.

As labs and homeworks are taken up on Canvas, I do not plan to grant
extensions or make-ups for these (even for university-sanctioned travel),
except in very extreme circumstances. Similarly, missed pop quizzes will
have a recorded grade of zero, even if you have an “excused” absence. To
compensate for this, I will drop some to-be-determined number of pop
quizzes for everyone at the end of the semester.

Extra credit

There is no extra credit of any form in this class.

Expectations

Students in this class are expected to be mature and conduct themselves
in a professional manner. In terms of this classroom this means

* students are expected to come to class each day;

* be in class prepared with pencil and paper at the start of class



INTRODUCTION TO THE COURSE xvi

* students should have completed the assigned reading before com-
ing to class;

* pay active attention during class and have any computers, phones,
or tablets put away (students may take notes on a tablet, however);

* and be ready to participate in class by asking questions about exam-
ples from the previous lecture, problems from homework assign-
ments, or any concepts discussed in class or the assigned reading.

Students are expected to spend a minimum of eight hours per week work-
ing on material for Math 153 (working on homework, reading the text-
book, studying notes, etc.). Keep in mind eight hours is the minimum:
each additional hour spent working outside of class will have been well-
invested come exam time.

Students are strongly encouraged to take advantage of the various
studying resources provided by the university and the mathematics de-
partment, such as the MTC.

Online notes

In addition to the textbook, I will be typing up my lecture notes for the
course and posting them online in Canvas. Students are expected to read
both the online lecture notes as well as the OpenStax textbook. The read-
ings for each week will be posted to Canvas.

Theorems and proofs

Throughout the online notes and the textbook you will see several lem-
mas, theorems, and proofs. These first two terms simply refer to any
true mathematical statement, although we usually use the term lemma to
mean a relatively simple statement, and reserve theorem for a particularly
important statement (e.g., the Pythagorean theorem). A proof is a logical
argument detailing why that lemma or theorem is actually true.

We will see many lemmas and theorems throughout the semester, and
it’'s important that you make an attempt to remember and understand
any lemmas or theorems as you read them in the book, notes, or in lec-
ture. Immediately after the statement of a lemma or theorem you will
often see a proof. Proofs are very important in mathematics: they basi-
cally justify why the things we claim are true are actually true.

Despite the importance of proofs, for this particular course you will
never be asked to recite a proof on an exam. (Although you may be asked
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to do a few simple derivations in a homework assignment from time-to-
time.) Our goal in this class is to be able to apply the ideas of calculus to
solve problems, and we can actually do that without necessarily knowing
the proofs of all the tools we use. (This is analogous to being able to
drive a car without understanding the mechanics of internal combustion
engines.) I've included proofs in the online textbook mostly for the sake
of completeness, and also so any particularly interested student that is
curious why a given theorem is true can read the proof if they want to.
You do not need to try to memorize the proofs that appear in the course,
you don’t really even need to read them when they appear in the text or
the notes if you don’t want to. (Having said that, if you're planning to
major in mathematics you may want to at least make an effort to read
through the proofs, even if you don’t understand all of the details.)

If a proof of a theorem isn’t particularly complicated, we may see
the proof in class or a lecture video. This may seem a bit odd: if you
aren’t required to memorize the proof, why bother seeing it? Without
a proof, you're basically just taking everything on faith. Some of the
theorems we will see are not obvious, and without a proof they will feel
like very mysterious statements out of the blue that somehow magically
work. Discussing the proofs in class at least convinces us the theorem is
true and is logical instead of magical. Even if we never repeat the proof
again, it’s somehow comforting to be aware that our theorems are true.

How to do well in this course

I firmly believe that every student is capable of succeeding in this course,
butI also know that some students will struggle and so I want to mention
a few concrete things that you can do to succeed in the course.

Recognize that this class is difficult

In the first few weeks of the semester this class may seem relatively
straight-forward, but you should not let this lull you into thinking the
entire semester will be easy. One of the difficult things about this course
is that we will cover a lot of material, and each new topic will build off
the previous ones. If you start to fall behind, you will have a very small
window of time to get back up to speed before being behind will nega-
tively affect your grade.
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Study every day

To do well in this course you will need to invest a significant amount of
time into studying outside of class. Sitting in lecture, even if you feel like
you understand what is going on during the lecture, will not be enough.
You should get into the habit of studying every day: not just the days the
class meets, not just on weekdays, but every day. Something as simple
as putting aside one hour for individual studying outside of class each
day can have a huge impact on your grade and keep you from falling
behind. Sometimes you will have other commitments that prevent you
from getting an hour each day, but when at all possible, you should really
try to study at least one hour each day.

When you study you should first review your notes from class; notice
this implies that you need to be taking notes in class. If there is something
from your notes that you don’t understand, try to figure it out. It’s best
if you try to figure things out on your own first without having to look
in a book or online: sometimes you just need to spend a few minutes
thinking through the details of some calculation or the logic behind some
argument before it starts to make sense.

Read your book and the online lecture notes. The book and the lec-
ture notes cover the same material, but sometimes presented in different
ways. By reading both you see the same ideas from two different points
of view. This can be helpful because one point of view may “click” when
the other does not.

Communicate

Communicate with other students in the class, with friends in another
section of Math 153, with students that have already completed Math
153, with people interested in math online, and anyone else you can think
of. Don’t simply ask other people to do your homework, but discuss the
material with them — even if you think you already know the material.
Sometimes other people will have insights that you were unaware of and
can shed light on something you didn’t understand, or can help you see
something you thought you understood from another angle.

You can use websites such as the Math Stackexchange, https://
math.stackexchange.comorthe LearnMathhttps://www.reddit.
com/r/learnmath/ orCalculushttps://www.reddit.com/r/calculus/
subreddits to talk about mathematics with other people. You are wel-
come to use sites such as this to help get clarification on topics from class,
however if you use these sites to help you solve a problem on a written


https://math.stackexchange.com
https://math.stackexchange.com
https://www.reddit.com/r/learnmath/
https://www.reddit.com/r/learnmath/
https://www.reddit.com/r/calculus/
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homework assignment you must cite the source by giving a URL to the
site (or a description of how to get to that site) on your homework. Us-
ing these sources without proper citation will be considered a violation
of the university’s honor code.

Be incredulous

To do well in advanced math courses you should try to think like a math-
ematician. This means trying to understand the ins and outs of every
argument, why each step in a computation was performed, what ear-
lier results were used, etc. In general, you should be incredulous: you
should not simply take it on faith that what we have learned in class is
true (even though it is!), but you should instead always ask why it’s true
and try to figure out the reason. This one piece of advice, if taken to heart,
subsumes everything else.

Practice, then practice some more

You know that you understand a concept well and are prepared for an
exam when you have practiced so much that solving problems becomes
mechanical. For example, think about solving for x in an equation such
as 2 = z + 2. The first time you started learning algebra this may have
seemed very odd and difficult, but as you did more examples you started
to notice the patterns and the tricks, and now you (hopefully) are able to
solve for x in equations like the one above without any trouble.

Similarly, in this class you will probably find some computations and
some logical arguments very difficult and time-consuming at first. If you
do enough examples, however, then the things that at first seem difficult
and confusing will over time become second nature. The only way for
this to happen is to invest time in practicing. When you review your
notes and see an example that we did in class, try to reproduce the result
without looking at the notes and then look back at the notes if you get
stuck or make a mistake. Pick and choose extra problems at the end of
the sections in the book; make up your own problems; look for extra
problems online. The more practice you do, the easier everything will be
when you actually sit down to take an exam.

Prepare for exams

The biggest mistake you can make when an exam is coming up is to
put off studying for it. The earlier you start preparing for an exam, the
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better. When an exam is coming up, start adding more time to your usual
study sessions. Ideally you should add an extra hour each day for a week
leading up to an exam. It’s probably best to try to split this up into two
one-hour study sessions each day instead of doing two hours at once.

When you're preparing for an exam, you should study as if the up-
coming exam is the hardest one you have ever taken in your life. (This
isn’t to say that it necessarily will be the hardest exam you ever take, but
it’s better to over-prepare than to under-prepare.) If there is a topic you
don’t feel comfortable with or are worried about, don’t ignore it! Study
as if the problems you dislike and find hard will be on the exam: chances
are at least a couple types of problems you dislike will make their way
onto an exam at some point.

To prepare for an exam you should review all of the relevant notes,
look over old homeworks and labs (as well as their keys), and try to un-
derstand any mistakes that you made. It is very likely that problems from
homework or labs will reappear on an exam.

Come to class

For some strange reason there always seem to be people who think it’s
okay to skip class. You should come to class each and every day which
you are physically able. In class you should be actively paying attention
to the lecture and trying to think through examples as they are done on
the board. If you have questions in class, then that’s good! Having ques-
tions means that you're thinking, which is what you should be doing in
class.

You should not be daydreaming, working on assignments for other
classes, playing games on your phone, or checking Facebook, Twitter,
Instagram, Snapchat, Tinder, etc.

Start assignments early and work on them often

You will usually have about a week to do a homework assignment, and
that is for a reason. Some of the questions on these assignments will be
difficult and you will have to spend some time thinking in order to do the
assignment. You should really try to start on assignments early, meaning
the day they are assigned, and try to do a few problems each day. You
should also anticipate that some questions are going to require a lot of
time — maybe an hour or more for the hardest questions. If you wait until
the last minute to do an assignment, you won't have time to get it done.
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Get help when you need help

There are a lot of resources to help you succeed in this class and it would
be wise to take advantage of them. You can ask questions and discuss
the course material with your classmates, come to office hours, or attend
tutoring sessions in the MTC. You can also work with other students and
look up resources online like Khan Academy and MIT’s Open Course
Ware. You can also email me (c johnson@wcu. edu), drop in during my
office hours, or schedule an appointment outside of office hours.

In general when you have a specific concern about an assignment or
a topic from class, you should try to address your concern by taking ad-
vantage of resources in the following order:

1. Try to figure things out yourself. There will be plenty of times when
you just need to spend a little bit of time thinking on your own and
you can figure things out.

2. Check in the book or lecture notes. Many questions you have will
be answered in the book or notes, you just have to take the time to
look through the book/notes and find it.

3. Aska classmate. Sometimes you may have a misconception or mis-
heard something in lecture, and asking a friend might be all it takes
for you to realize your mistake.

4. Make a one-on-one tutoring appointment with through the MTC.
The MTC tutors know calculus extremely well and can probably
answer any questions you have, or at least help you get started in
answering the problem yourself.

5. Email me or come to office hours. I put this at the end of the list not
because I'm trying to avoid seeing you or talking to you, but just
as a matter of practicality. If everyone in the class came to me the
instant they had a question I would spend my entire day answering
their questions. I am fine with answering your questions or talking
to you when you have concerns, but I also have other classes and
other responsibilities that take up my time and so you can probably
get your questions answered quicker through one of the options
described above.

If you have more serious concerns about your standing in the class —
not simply a homework problem you can’t figure out — then by all means
contact me first.


cjohnson@wcu.edu
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Don’t stress out (too much)

There will be times when this class frustrates you: maybe there is a topic
you can’t seem to wrap your head around, or a problem that you feel like
you're staring at and have no idea how to get started. This is completely
normal and you shouldn’t get too stressed out about it. This class is going
to be hard and you are going to get confused and feel stuck sometimes,
but that is just a normal part of learning difficult material. The important
thing to remember is that you should persevere. If you're getting frus-
trated, take a break: go get something to eat, play a game, read a book,
take a nap; do something you enjoy for a little while and then get back to
work when you’re ready.

A warning

It is relatively common that among first-year students taking a calculus
class at a university, about half of the students took calculus in some form
in high-school and the other half of the students are seeing calculus for
the first time. In this course we will make no assumptions that students
have seen calculus before. We will take the time to carefully motivate
and define all of the calculus terms and ideas we use throughout the
semester.

It is also very common that students who have had some sort of cal-
culus before think they understand calculus much better than they really
do. Our class will likely be much more thorough and go into much more
depth than any high-school calculus course you may have taken, and as
such you really need to take this class seriously from the very start of the
semester. In order to make the class fair to everyone (whether they have
taken calculus before or not), when we perform various calculations in
class you will not be allowed to use any short-cuts you know from a
previous class if we have not discussed those short-cuts in class! For ex-
ample, students that have had calculus know there is a very simple trick
for calculating the derivative of a polynomial such as z? + 3z — 2. Stu-
dents learning calculus for the first time, however, will learn how to do
this calculation using limits. And as such if we have a problem like this
on an assignment all students will be expected to use the limit definition
and not the shortcut, at least until we discuss the relevant shortcuts in
class.

There is no denying that this course is difficult, and students will need
to work hard to do well in this course. I firmly believe, however, that
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all students are capable of succeeding in this course if they are willing to
study reqularly, start on assignments early, and take the course seriously from
the very beginning. You should be reading these lecture notes and the cor-
responding sections of the textbook before coming to class, and come to
class with questions. No question is too simple or basic, and you should
feel free to ask questions anytime you have them. You can ask ques-
tions during class time, or before or after class, or during office hours, or
through email. I will always do my best to try to give you a complete an-
swer to your question that you can understand. I also encourage you to
work outside of class with other students. Sometimes simply bouncing
an idea off of someone else can help you see how to start on a problem,
and explaining a concept to someone else can help solidify your own un-
derstanding. You are strongly encouraged to work on out-of-class assignments
with other people!

The lecture notes

The notes you are reading are in their eighth incarnation, having evolved
from the handwritten examples I used when I first taught a version of
this course as a graduate student at Clemson University. I have used
a version of these notes at Clemson, Wake Forest, Indiana, Bucknell,
and WCU. Despite this, there may be places where the notes are “rough
around the edges” and may contain typos and mistakes (though hope-
tully those are all minor). If you see something in the notes you think is a
mistake, it may very well be, and it would be greatly appreciated if you
would email me (cjohnson@wcu.edu) to let me know about any mis-
takes. While these notes are my primary resource for the examples I use
in the lectures, they should not be a substitute for the textbook. Besides
the fact that your textbook has fewer mistakes than these notes (proba-
bly not mistake-free, but relatively few and minor mistakes) since it was
professionally edited, the textbook also has lots of exercises and practice
problems, which these notes do not. I hope these notes are helpful to
you, but you should not use them as your only source of study material.

Chris Johnson
Fall 2024


cjohnson@wcu.edu

Limits & Continuity
1.1 Limits

Pure mathematics is, in its way, the poetry of
logical ideas.

ALBERT EINSTEIN
Obituary of Emmy Noether, New York Times

What we refer to today as “calculus” is a collection of mathematical
tools, techniques, and ideas that are related by a common theme: if a
quantity of interest can not be calculated directly, approximate it with
something easier to calculate, and then try to systematically improve
your approximations. While we usually think of calculus as being de-
veloped by Isaac Newton and Gottfried Leibniz in the 17th century, this
basic idea goes back to antiquity. We’ll begin our study of calculus by
reviewing some of the history that lead to the development of the math-
ematics we will study throughout the semester.

The key idea: approximation

The crucial ideal behind all of calculus, approximate and then improve
your approximation, is startlingly simple and goes back to at least the
time of the ancient Greeks. One of the earliest examples of this principle
is Archimedes” approximation of the mathematical constant 7, which is
the ratio of a circle’s circumference to its diameter. You have heard many
times before that 7 is 3.14159...". But if you had never been told that 7
was 3.14159..., how could you go about determining this value?
Calculating this value, the ratio of a circle’s circumference to its di-
ameter, may seem intimidating at first glance. It was Archimedes who
realized, however, that this value could be approximated by replacing
the circle with something simpler: a polygon. It is relatively easy to com-
pute the length of the perimeter of a polygon and compare this to the

!The decimal expression for 7 is infinitely long and contains no repetition. For this
reason we will generally prefer to refer to this number as 7 and not write out the decimal
expansion. Writing out the decimal expansion of 7 will always be slightly incorrect
because no matter how many digits you include there are infinitely-many digits you
have excluded.
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furthest distance between two points on the polygon: this is very simi-
lar to comparing a circle’s circumference to its diameter, but much easier
to actually calculate. If we take an equilateral triangle whose diameter is
2, some simple trigonometry will tell us that the lengths of the sides of
the triangle are each about 1.73205. Adding up the lengths of each of the
three edges and then dividing by the diamter of 2, we’d calculate that
7 was approximately 2.59808. You may not consider this to be a good
approximation to 7, but we’re only getting started.

Figure 1.1: Approximating 7 using a triangle.

To get a better approximation we can replace the triangle with some-
thing closer to a circle: a polygon with more sides, like a square. Repeat-
ing the calculation above we would approximate 7 to be 2.828427. Again,
this is only an estimate, but we can replace the square with a pentagon,
hexagon, heptagon, etc. to obtain better and better approximations for =:
as we look at polygons with more and more sides, our polygons begin to
resemble a circle and we obtain better approximations for .

Archimedes carried this idea out for a polygon with ninety-six sides
and estimated that 7 was roughly 3.14103. Considering that Archimedes
lived around 200BC and so all of his calculations would have been done
by hand, this is a very respectable estimate!

The Idea of a Limit

The basic idea of calculus is to approximate quantities you can’t compute
directly, and then improve your approximations. The technical tool we
use to understand what happens as we improve our approximations is
called a limit, and the next few lectures will be devoted to understanding
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Figure 1.2: Approximating 7 using polygons with 10, 15, and 20 sides.

precisely what limits are, how to calculate limits, and some of the impor-
tant properties of limits. Everything else in calculus is defined in terms
of limits: limits are always lurking in the background in calculus, even
though sometimes we’ll look at things in a more abstract way and won't
work with limits directly.

To ge an idea of what limits are, we will first limits of sequences and
then move on to limits of functions.

Limits of sequences

A sequence is an infinitely long, ordered list of numbers. For example,

1,12, /2, 8 1 /16, ...

The “...” above is used to indicate that the pattern continues. In this
particular case the pattern is that each element in the sequence is half
of the previous element. Notice that in this situation the numbers are
getting smaller and smaller, but are always positive. In a situation such
as this, the numbers in the sequence become arbitrarily close to zero. What
we mean by this is that if you go far enough out in the sequence you can
get as close to zero as you like. Zero never appears in the sequence, but
the numbers are getting closer and closer and closer to zero. We say that
zero is the limit of this sequence.
As another example, consider the sequence

2.1,1.9,2.01,1.99,2.001, 1.999, 2.0001, 1.9999, ...

In this sequence the numbers are getting arbitrarily close to two. Notice
the numbers jump back and forth between being a little above two and
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a little below two, but are always getting closer and closer to two. Here
we say the limit of the sequence is 2.
Let’s consider one last example:

1/27 _3/47 7/87 _15/16a 31/32:

What are the numbers in this example getting close to? Well, some of the
numbers seem to be getting closer and closer to 1, while other numbers
are getting closer and closer to —1. So, what should the limit of this se-
quence be? Since the numbers in the sequence aren’t getting close to any
one particular thing, we say the limit does not exist.

The very first question you should always ask yourself when dealing
with limits is whether the limit exists or not. When a limit does not exist
we usually write DNE.

Limits of Functions

While limits of sequences are relatively straight-forward to understand
(either everything in the sequence starts getting close to some particular
number, or the limit doesn’t exist), what we’ll care about more in this
class are limits of functions. The core idea is essentially the same: we
want to see what values the output of a function gets close to, just as we
saw how the numbers in a sequence were getting close to something.

To begin our study of limits of functions we’ll start off just by looking
at graphs of some simple functions.

Example 1.1.
Consider the function f(z) = z* + 3 which is graphed in the figure
below.
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What happens to the outputs of the function (the y-values) as
the inputs (the z-values) get close to z = 2? As we can see from the
graph, as the inputs get closer and closer to z = 2, the outputs get
closer and closer to 7. We thus say the limit of f(z) as x approaches 2
is equal to 7. Notationally we write this as

2 : 2
glﬂl_%f(l’) =7 or glcl_%(ac +3)=T.

All this means is that as the input = gets very close to 2, the output
f(x) gets very close 7.

In general, if the output of a function f(x) gets arbitrarily close to a
number L as the inputs to  gets arbitrarily close to some value a, we say
the limit of f(x) as x approaches a is equal to L and we write

lim f(z) = L.

In the example above, when f(z) = 22+3, you may think that the limit
was 7 because the value of the function at 2 was equal to 7; f(2) = 7. The
idea of a limit is a little bit more subtle than that, however, as the next
example illustrates.

Example 1.2.
Let’s modify the previous example just slightly replacing f(z) =
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2% + 3 with the following piecewise function,

9 .
g(x):{x +3 ifx#£2

1 ifx =2
The graph of this function appears below.
12 %

10 ¢

05 1 15 2 25 3

Notice that g(z) above is almost exactly the same as the function
f(z) in the earlier example: the only difference between the func-
tions is that f(2) = 7 while g(2) = 1. What do you think the limit
should be in this situation?

In this example as the inputs get close to # = 2, the outputs get
closer and closer to 7. Notice that 7 is not actually attained near 2,
but the outputs g(z) never the less get arbitrarily close to 7 as x gets
close to 2. Here again, the limit of the function is equal to 7 as x
approaches 2:

lim g(z) = 7.

r—2

The above example should convince you that limits may not be quite
as simple as your intuition would naively lead you to believe.

Example 1.3.
Consider the function f(z) = ”f —*. Before we look at the graph of
this function, let’s take a minute to do a little bit of algebra.
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First notice that this function is not defined when = = 2: when «
equals 2, the expression in the denominator is zero, but division by
zero is undefined! Since division by zero is undefined, this function
f(x) is undefined whenever that denominator would be zero which
occurs when x = 2. So whatever the graph of the function looks
like, it must have a “hole” at x = 2 where the function is undefined.

Aside from the “hole” that must appear when = = 2, what else
can we say about the graph of the function? Let’s maybe see if we
can simplify the expression % that defines our function.

If you take an expression like (z + a)(x — b) and expand it (by
FOILing, for example) you get 2* + (a — b)x — ab. If a = b this
simplifies to 22 — a®. Thatis, (z + a)(z — a) = 2? — a®. An expression
of the form z? — a? is sometimes called a difference of perfect squares,
and the above bit of algebra shows us that it’s very easy factor a

difference of perfect squares: z? — a*> = (z + a)(z — a).
Noticing that the numerator in f(z) = % is a difference of

perfect squares, we can rewrite the numerator as z? — 4 = (z +
2)(z — 2): that s,

2 —4  (z+42)(x—2)
T — 2 T — 2

Again, our function is not defined at = 2, but away from = = 2 we

can cancel out the factor of x — 2 that appears in the numerator and

denominator of our function. Hence

f(z) = x + 2 provided z # 2.

x2—4

So the graph of our function f(z) = Z= is the same as the graph of
x + 2, which is of course just a line, except with a hole at v = 2.
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Now that we know what the graph of the function looks like,
let’s consider the limit of this function as x approaches 2.

As x approaches 2, the outputs f(x) get arbitrarily close to 4 as
we can see from the graph. Notice this function never equals 4 any-
where, but does get very, very, very close to 4 as x gets very, very,
very close to 2. Thus the limit of f(z) as x approaches 2 is equal to
4:

lim f(z) = 4.

r—2

So far we’ve seen three different situations relating the limit of a func-
tion at a point to the function’s value at that point:

1. The limit was equal to the value of the function.
2. The limit and the function took on different values.
3. The limit was defined, but the function was not.

Let’s look at a few more examples of the different types of things that
could happen with limits.

Example 1.4.
Let f(z) = 12y~ Notice that this function is undefined at x = 0 as

this would result in division by zero. As we saw in the last exam-
ple, however, we may still be able to make sense of the limit of this
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function as x approaches 0.

As before, we’d like to look at a graph of this function to help us
reason about what the limit should be. So, what should the graph
of this function look like?

Notice that if x > 0, then |z| = z. Thus

flx) = % = g = 1 provided = > 0.
If 2 < 0, however, we'd have |z| = —x and so
f(z) = % = % = —1 provided z < 0.

So f(x)is 1 for positive values of z, —1 for negative values of =, and
undefined when x equals zero.

iy

=9 1

Now that we have the graph to help us, what is the limit of f(z)
as x approaches 0? If the limit were some number L, whatever L
happens to be, then what we’d like to see is that the outputs f(z)
get arbitrarily close to L as z gets close to 0. Notice that this can not
happen for any value of L!

The obvious possible choices for the limit would be 1 or —1. The
limit can’t be 1, though, since there are values close to 0 (namely the
negative values) where f(z) does not get close to 1. Similarly, the
limit can’t be —1 since there are nearby values (the positive values
of ) where f(x) doesn’t get close to —1.
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We could make the same sort of argument for any other value
someone claimed the limit should be: no matter what value you
think the limit should be, there will be xz-values near zero so that
the outputs f(x) don’t get arbitrarily close to your choice of limit.
For this reason the limit does not exist:

lim f(z) DNE.

z—0

Notice in the previous example where the limit did not exist we wrote
lim f(x) DNE,
z—0

and we did not write lin}) f(x) = DNE. Writing = DNE is incorrect be-
z—

cause DNE is not a value: it’s short-hand for saying the value doesn’t
exist!

Example 1.5.

Consider the function f(z) = cos(-15). Let’s again think about
what the graph of this function should be before actually viewing
the graph. Recall that the outputs of the cosine function are always
between positive and negative one: —1 < cos(z) < 1 for all values
of z. So the outputs of cos (-15) have to be bound between —1 and
1.

Recall also that cos(z) oscillates between —1 and 1 infinitely-
many times. In particular, cos(z) is 1 whenever x is an even multiple
of m, and cos(z) is —1 Whenever x is an odd multiple of 7. Hence
cos (L +3) is equal to 1 if —= is an even multiple of 7, and equal to
—1if — isan odd rnultrple of 7.

Notlce that as z gets very close to —3, 1= gets very, very large (or
very, very negative depending on whether z is to the left or right of
—3). In fact, 5 is an even multiple of 7 for infinitely-many values
of x which are close to —3! Similarly, — is an odd multiple of  for
infinitely-many values of x which are Close to —3.

What this tells us is that cos (= ;) jumps back and forth between
—1 and 1 more and more and more as x approaches —
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Since the outputs of this function does not get close to any one
value as z gets close to —3, again we have that the limit of the func-
tion does not exist as = approaches —3!

lim cos( 1 ) DNE.
——3 T+ 3

Exercise 1.1.
Suppose that f(z) is the following piecewise function:

4 — g2 ifr <1
f(ac):{ —2x+5 ifz>1

Plot the graph y = f(z) and then determine the limit of the function
as x approaches 1, or explain why the limit does not exist.

Exercise 1.2.
Let’s slightly modify the function from the previous exercise: sup-
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pose f(x) is the following piecewise function:

f(x):{?)_ﬁ ifz <1

—2z+5 ifzx>1

Plot the graph y = f(x) and then determine the limit of the function
as = approaches 1, or explain why the limit does not exist.

One-Sided Limits

In the examples above we saw that sometimes the limit of a function
may not exist because the function oscillates infinitely-many times be-
tween two values, but other times the function seemed to approach two
different values: one from the left, and one from the right. In this sec-
ond situation, the graph of the function appeared to have a “break” in it
that prevented the function form having a limit at that breakpoint, as in
the figure below. This type of situation is common enough that it has a
special name.

1 2 3 1

fz) =

dr — 2 ifx>2
z+1 ifex <2

When the values of f(z) get closer and closer to a single value L as
inputs x get closer and closer to a from the right (i.e., all values of = are
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larger than a), then we say the limit of f(x) as x approaches a from the
right is L. This is denoted

lim+ f(z)=L.
In the figure above, for example, lim, o+ f(x) = 4.

Similarly, if the outputs f(z) become arbitrarily close to M as the in-
puts z get closer to a from the left (i.e., all values of = are smaller than a),
then we say the limit of [(x) as x approaches a from the left is M, and
we write

lim f(z) = M.
In the example above, lim, ,»- f(z) = 3.

We call these two types of limits, from the left and from the right, one-
sided limit. The limit we discussed earlier is sometimes called a two-
sided limit, although when people just say limit they usually mean the
two-sided limit.

Two-sided limits and one-sided limits are related by the following
important property:

Theorem 1.1.
The two sided limit lim,_,, f(x) exists and equals L if and only if both
one-sided limits of f(x) at x = a exist and are equal to L.

Intuitively, this theorem tells us that the only way that the outputs f(z)
can get arbitrarily close to L as the inputs get close to a, is if the outputs
get close to L regardless of whether the nearby inputs are to the left or
right of a. A simple consequence of this theorem is that if the one-sided
limits disagree, then the two-sided limit can not exist.

Vertical Asymptotes

Limits, both one-sided and two-sided, mean that the outputs of a func-
tion f(z) become arbitrarily close to some value as the inputs get close
some particular number. Sometimes, though, instead of getting closer to
a particular number, the inputs simply grow without bound. When this
happens the limit does not exist, but we will sometimes say the limit is in-
finity. This language, and the notation we will introduce, can be a little
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bit confusing. The important thing to remember is that if the limit exists,
the output is getting close to a particular number. If the limit is infinity,
the outputs are not getting close to a number, but instead are growing
and growing.

Example 1.6.
A simple example of such a situation is given by the function f(z) =

/32,

As z gets closer to zero, whether from the left or the right, we
are dividing 1 by smaller and smaller positive numbers. This divi-
sion yields increasingly larger and larger numbers that can be made
arbitrarily large.

1,000 4
800 |
600 |
400 |

200 +

~0.1 0.1
We say that the limit as = goes to 0 of 1/z2 is infinite and we write

lim — = oco.
x—0 :(:2

Notice that even though we say the limit is infinity, the limit does
not exist!

Instead of the outputs becoming larger and larger, it could happen
that the outputs of f(x) become more and more negative without bound.
In this situation we say the limit is negative infinity, though as before the
limit does not exist.



CHAPTER 1. LIMITS & CONTINUITY

15

Example 1.7.
Consider the function f(z) = —1/z2.

0.1 0.1
—9200 |

—400 |
—600 |

—800 |

—1,000 *

As z goes to zero, the outputs —!/»2 become more negative. In
this situation we write

Example 1.8.
It could happen that a one of the one-sided limits goes to positive
infinity, while the other goes to negative infinity:
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200

100 L
1 j 1
~100 |

—200 *

In such a situation we have

lir?+ f(z) =00 111{17 f(z) = —o0.

If either one sided limit as = approaches a of f(x) is positive or nega-
tive infinity, we say that the vertical line = = a is a vertical asymptote of

the graph y = f(x).

Exercise 1.3.

Find all of the vertical asymptotes of the function f(x) graphed be-
low.

10

NTE] /o
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Remark.
WeBWorK is extremely picky about how you enter limits that do
not exist, or which are infinite. In particular, when a limit does not
exist sometimes WeBWorK will want you to enter the text DNE, but
sometimes it will want you to enter something else like F. Unfortu-
nately it changes from problem to problem, so you have to read the
statement of the problem to see which one WeBWorK wants.
Additionally, limits at infinity are special. By our definition of a
limit, a limit at infinity does not exist (since infinity is not a number),
however these limits do not exist for a particular reason. In those
situations some WeBWorK problems will want you to enter DNE (or
some other text) or infinity. Both of these should be correct, but most
problems on WeBWorK will only accept one or the other. Luckily
you have unlimited attempts on WeBWorK problems, so you can
try again if you enter infinity and WeBWorK was expected DNE.
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1.2 Properties of Limits

Algebra is the offer made by the devil to the
mathematician.

MICHAEL ATIYAH

We saw in the last lecture that the limit of a function tells us what the
function is doing near a given point. When the limit exists, the outputs
of the function are getting arbitrarily close to some given value. Even if
the normal, two-sided limit does not exist, the one-sided limits may, and
these tell us what values the function approaches as the inputs get close
to a particular value from the left or the right. We also saw that there are
many things that may prevent a limit from existing. It could be that the
function behaves wildly, jumping back and forth between several values
with getting close to one particular value, or it could be that the values of
the function “blow up” to infinity or negative infinity instead of getting
close to a number.

In this lecture we will move from trying to reason about limits in
terms of graphs, to calculating limits algebraically. This is predicated
on a few assumptions: we need a few basic building blocks before we
can do any serious calculations. We’ll begin by first giving two very ba-
sic building blocks, and then looking at the myriad of ways these simple
functions can be combined into more interesting things.

Our definition of limit is still “hand-wavy” for the time-being, mean-
ing the outputs get “close” to some value L as the inputs get “close” to a
— without saying precisely what “close” means. In the next lecture we’ll
come back and make the definition of limit precise, but until then the
theorems in this lecture will have to be taken on faith. After the next
lecture, however, we will be in a position to come back and rigorously
prove everything from this lecture.

Two Building Blocks

Before we can really go anywhere with calculating limits, we need to start
with a few simple things. Our two building blocks for more complicated
functions will be the constant functions, f(x) = ¢ where ¢ is some fixed
number, and the identity function, f(z) = .



CHAPTER 1. LIMITS & CONTINUITY 19

The constant functions

By a constant function we mean any function which always spits out the
same number. The graph of any such function is just a horizontal line.

Theorem 1.2.
If f(x) = cis a constant function, then for every real number a the limit
as x approaches a of f(z) equals c.

limec = c.
xr—ra

Here are a few simple examples just for the sake of illustration:

lm7=7 lm7m=n lim —4 = —4.
z—3 T——2 z—13

The identity function

The identity function is the function whose output always equals its in-
put:

fla) =
The graph of this function is a straight line through the origin with slope
1.

Theorem 1.3.
If f(x) = =z, then for every real number a the limit as x approaches a of
f(z) equals a:

lim z = a.
Tr—a

Again, a few simple examples:

lmx=7 limazxz=19 lim = —-3.
x—T r—19 r——3
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The Limit Laws

Now that we have a few building blocks to play with, we can construct
more interesting functions by adding, subtracting, multiplying, and di-
viding our basic building blocks. For example, a polynomial like 3z° — 7
is built by multiplying the identity function with itself 5 times, then mul-
tiplying the result of that by the constant function 3, and then subtracting
from that the constant function 7. We know how to calculate limits with
our building blocks, so now we need to understand what happens to the
limits when we put these building blocks together.

The following theorem applies for all functions f(z) and g(z) whose
limit as z — a exists, but today we will specifically care about the case
where the functions f(z) and ¢(z) are the identity function or a constant
function.

Theorem 1.4.
Suppose that f(x) and g(x) are any two function whose limits as v — a

exist (in particular, the limits are finite). Then the following limit laws
hold:

1. A limit of sums is a sum of limits:

lim (f(z) + g(x)) = lim f(z) + lim g(z).

T—a T—a
2. A limit of differences is a difference of limits:

lim (f(2) — g(x)) = lim f(z) — lim g(x).

T—a Tr—a Tr—a

3. A limit of products is a product of limits:

lim (f(2)g(x)) = |lim /()] [tim g(z)]

T—a T—a T—a
4. Iflim,_,, g(x) # O, then

i flx)  limg_,, f(x)

va g(x)  limg g g(z)
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The above theorem basically says we can do arithmetic with limits the
way we would hope to.

This theorem combined with our building blocks means that we can
now algebraically evaluate limits of lots of different types of functions
without bothering to figure out what the graph looks like.

Example 1.9.
Calculate the limit of 3z — 4 as « approaches —2.

Using our limit laws above, we can break up lim, , 5 (3z —4) a
bit at a time until we get to our building blocks:

lim (3z —4)

r——2

= lim 3z — lim 4

T——2 T——2
= (Jim,3) (i) — Jim,
=3.(-2)—4

——6-4

= — 10.

Example 1.10.
Calculate the limit of 6z — 22 + 2z + 1 as = approaches 3.

lim (6x3 — 22+ 2z + 1)

r—3

= lim 62° — lim 2% + lim 2z + lim 1
r—3 r—3 r—3 r—3

=) () (o) Q) = (i) () Q) () (i)
=6-3-3-3—-3-3+2-3+1

=162—-9+6+1

=160.
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Polynomials and Rational Functions

A monomial is a function of the form f(z) = cz™ where c is a constant,
and n is a positive integer. Our theorem above tells us that the limit of a
monomial is simply the monomial evaluated at a particular value.

Theorem 1.5.
If f(z) = ca™ is a monomial, then for every real number a

lim f(z) = ax™.
T—a

Proof.
lim cz"
r—a
= <lim c) <lim .:1:) e <lim w)
Tr—a Tr—a r—a
n t;r;es
=C-r-Tr---x
—
n times
=cz".

Example 1.11.

lim 7z® = 7(-2)% = —56

r——2

A polynomial is simply a sum of monomials: a function of the form

f(@) =cpz™ 4+ o1 P+ em o
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where the ¢, ¢y, ..., ¢, are some constants, and n is a positive integer. For
example,
192" — 1123 +4 and —23422—2

are polynomials.

Since we know that we can evalute the limit of a monomial by eval-
uating it, and the limit of a sum is the sum of the limits, we now know
that we can also evaluate polynomials simply by evaluating them:

Theorem 1.6.
Let f(x) be a polynomial, say

f(@) = ca™ + corz™ ' 4+ a1z + o
Then for every real number a,

lim f(z) = f(a) = cna” + cho1d™ ' + -+ cra+ co.

r—a

Proof.
We simply break our polynomial up into monomials, and calculate
the limit of each monomial by evaluating:

lim (cnm” +ep1z” T oz + co)
r—ra

=lim ¢, 2" + lim ¢, 2" ' + - - - + lim ¢y + lim ¢
r—a r—a Tr—a r—a

—=c 0" + Cp1a” 4 -+ cra + ¢

For example, we are now justified in saying something like the fol-
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lowing;:

lim (3m5 — 3)

T—4
=3(4°) —4*+3
=3-1024 — 16+ 3
=3072 — 13
=3059.

A rational function is simply a ratio of polynomials:

CpZ™ + 1" i+ o
™ A dpy 2+ dy + dy

fla) =

The fourth limit law above tells us that limits of quotients are quotients
of limits provided the denominator is not zero! In terms of rational functions,
we thus have an easy way of evaluating limits as long as the denominator
does not go to zero.

Theorem 1.7.
Suppose that f(x) is a rational function. That is, suppose that we can
write f(x) as a ratio

_ )

where g(z) and h(x) are polynomials. Provided that h(a) # 0, then for
any real number a we have

lim f(x) = f(a).

r—a

Proof.
Again, suppose that f(z) = % where g(x) and h(z) are polynomi-
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als and h(a) is not zero.

lim f(x)

T—ra

. g(x)

= 1 _—

= h(z)
. lim,—q g(2)
limg_,q h(z)

_g(a)
h(a)
=f(a).
O
Example 1.12.

L =G 1

hm —_———

x—2 €xr — 7
_22-3(29)+1
- 27
8-12+1
-5
_=3
- =5
3
5

Notice that the theorem tells us absolutely nothing if the denominator
h(x) does happen to give 0 at x = a. It could be that the limit exists, as in

the case of 2y
lim "= — 9
=2 r — 2

or it could be the case that the limit does not exist as in

lim © DNE;

z—0
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it simply depends on which rational function you're dealing with.

The important thing to remember when working with limits, how-
ever, is that we only care about what the function does near a point, not
at the point. The following theorem makes this precise:

Theorem 1.8.

Suppose that f(x) and g(z) are two functions with the following property:

for all values of © “near” a, except possibly a itself, f(x) = g(z). Then
lim f(a) = lim g(a).

That is, if one limit exists, then so does the other, and the two limits equal
the same value.

This theorem gives us a useful tool for calculating limits at points not
in the domain of the function: if we can do some algebra to “replace”
the function we care about with another function whose limit we can
actually compute, then we know the limit of the original function.

Example 1.13.
Let’s compute the following limit:

! > 4+x—2
m-—-——-:
z—=1 32 —hHx +4

Notice that 1 is not in the domain of this function since we would
get division by zero if we plugged in = 1. However, the theorem
above says that if we replace this function with another function
that agrees nearby, then the limits will be the same.

To find such a function, let’s try to do a little bit of algebra. The
numerator 22 + z — 2 factors as (z — 1)(z + 2), and the denominator
x? — 5z + 4 factors as (z — 1)(z — 4):

?+zr—-2 (z—1)(z+2)
2 —-5z+4 (z—1)(z—4)
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As long as we're not plugging 1 into the function (since this results
in division by zero), we can cancel out the z — 1 factors:

24+xr—2 +2
= ided 1.
2 — 5z +4 $_4pr0V1 s

So we have two functions,

24+ x—2 T+ 2
an
2 — 5z +4 z—4

which agree everywhere except 1. The theorem tells us these two
functions have the same limit as + — 1, and the function on the
right is something whose limit we can calculate:

?+x—2 Y xr+2 3

lim = lim — = 1.
a1 g2 —hr+4 aslgp—A4 -3

27

Example 1.14.

v+ x—12 (x — 3)(z +4)
lim = lim
23 g2 — v=3 (x — 3)(x + 3)
. x+4
= lim
:(:—)3$—|—3
T
6

Example 1.15.



CHAPTER 1. LIMITS & CONTINUITY 28

4 _ 2 _ 2
lim ~ ! = lim (@ = D"+ 1)
=1 1 — z—1 r—1
_ 2
. (x—1)(x+1)(x*+1)
r—1 :E—l
_ 2
_ilgzlt(ijl) (z® +1)
=4

Powers and Roots

The next theorem we will have to take on faith until the precise definition
of the limit is given in the next lecture.

Theorem 1.9.
Suppose f(x) is a function whose limit as x — a exists. Then for any real
number r,

lim (/(@))" = (lm f(2))

assuming (lim,_,, f(x))" exists.

Corollary 1.10.
Suppose f(x) is a function whose limit as x — a exists. Then for any real

number r,
hm V flz)=, /hm f(x
assuming «/lim,_,, f(x) exists.

Proof.
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lim </ f(z) = lim (f 1/ "

- (iLf% f@)%
= ¢/lim f(x)

T—ra

29

Example 1.16.
Calculate lim,_.» 23”6; L

, \/2x2+1 \/ 22 + 1

lim

r—2 3:17—2 :1:%2 3],’—2
2.2241
3.2_-92

N | o
| ©

Example 1.17.

i £ 4 o (VE—2)(VE+2)

x—4 /1 — 2 x—4 \/_—2

- iy (v +2

=4
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Example 1.18.

Vit — Va2 42
lim

x—2 {[—2
Vel tr— Va2 +2 Va?+a+ V2?42
= lim .
72 T =2 Va2 4z + Va2 + 2
_ r?+z— (22 + 2)
= lim
22 (z — 2)Va?2 + x + Va2 + 2
) T —2
= lim
22 (£ — 2)vVz2 + 1 + V22 + 2
i 1
= lim
22 /22 + 1 4+ V2% + 2
1
=3

Exercise 1.4.

Compute the following limit:
. x2—8x—-9
lim

z—9 \/_—3 ’

Properties of One-Sided Limits

All of the properties we've discussed still apply if we replace the two-

sided limit with the right-hand or left-hand limits.

Example 1.19.



CHAPTER 1. LIMITS & CONTINUITY
V2+h—v2
—=,

o V2R V2
h—0t h

V2Fh—v2 V2+h+V2

Calculate limj,_, o+

= lim .
h—0+ h V2 + h + \/5
— m (2+h)—2
-0t h (V2 + h+ V/2)
. h
= lim
=0t h (V2 + h+ V2)
1
= lim ———
=0t 2+ R+ /2
1
1
V242
1
=375
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Exercise 1.5.
Compute the following limit:

o x2—x—6
lim ——
r—3~ |l’ — 3|
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1.3 Continuity

Mathematics, rightly viewed, possesss not only
truth, but supreme beauty.

BERTRAND RUSSELL

One of the nice things about functions like polynomials is that it is
extremely to calculate limits of such functions: we simply plug in! In
this lecture we want to discuss which other functions have this property,
lim, ., f(z) = f(a), and what the consequences of this are.

The functions satisfying this property are called continuous, and con-
tinuity is an extremely nice property for a function to have because it
makes our lives much simpler. We’ll give the formal definition of what
it means for a function to be continuous in just a moment, but the idea
is that small changes in inputs result in small changes in outputs. Many of
the functions we actually care about (i.e., functions that appear “in na-
ture”) are in fact continuous: temperature, barometric pressure, etc. are
all continuous function.

Definition and examples
Continuity at a Point

We say that a function f(x) is continuous at a point = = a if the following
three conditions are satisfied:

1. fis defined at x = a (i.e., f(a) is defined),
2. lim,_,, f(x) exists, and

3. lim,, f(z) = f(a).

That is, for a function to be continuous at a point simply means we can
take the limit of the function at the point by just plugging in z = a. In-
tuitively, this means that what the function does at x = a is described by
what the function does near z = a.

Example 1.20.
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The function f(z) = ””2’—”03’2 is continuous at the point x = 4 since

r—

xQ—x—2_16—4—2
T4 a4 r—3  4-3

=10 = f(4).

However, this function is not continuous at z = 3 since it fails the
first of the three conditions above: the function is not defined at
xr = 3.

33

Example 1.21.
The function f(z) = Smmﬂ is can not be continuous at x = 0 since it
is undefined at z = 0, even though the limit as z — 0 does exist.

Example 1.22.
Consider the function

@) if g £0
Wm_{o if 2 =0

This function is still not continuous at z = 0: even though it is de-
fined at x = 0 and the limit exists, the limit of the functionas z — 0
is not the same as ¢(0):

lim g(z) =1 # 0 = g(0).

z—0

Example 1.23.
Consider the function

@) if g £0
Mﬂ_{l if =0
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This function is continuous at z = 0: it is defined at z = 0 and now
the value 1 (0) agrees with the limit:

lim h(z) =1 = h(0).

z—0

34

Example 1.24.

For what values of z is the function f(x) = (;”;fj% continuous?
This function will be defined as long as its denominator is not

zero. In fact, since this is a rational function, we know that the limit

lim,_,, f(z) will be equal to the function value f(a) as long as the

denominator is not zero at x = a. That is, the function will be con-

tinuous everywhere except where its denominator is zero.

By factoring the denominator,

3 —r+22%2 -2 = (2> 1) +2(2*—1) = (24+2)(2°—1) = (z+2)(z—1)(z+1)

we see that the function is continuous everywhere exceptat v = -2,
z=—1,and z = 1.
Example 1.25.

What value of b makes the function f(x) below continuous at z =
-1?

?+br ifr<-—1
f(“")_{ 3z+1 ifz>-1

This function is defined at x = —1, and in fact f(—1) = —2. So in
order to be continuous we need that lim, , ; f(z) = —2. Currently
we have the following:

li = 1l 1)=-2
S S R SR
lim f(z)= lim (2*+bz)=1-0

r——1— r——1—
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Thus we require —2 = 1 — b, and so b = 3 will make this function
continuous.

Continuity in an Interval

We say that a function is continuous in an interval (a, b) if it is continuous
at every point in the interval. That is, for every value c satisfying a < ¢ <
b, the three conditions for continuity at a point z = ¢ above are satisfied:

1. f(c) is defined,
2. lim, . f(z) exists, and

3. lim, . f(z) = f(c).

Example 1.26.

The function %5 is continuous in the interval (1, 3), but not in the
interval (—3, —1) since it is not continuous at z = —2.

Example 1.27.

Every polynomial is continuous in the interval (—oo, c0).

More generally, if a function is continuous at every point where it’s
defined, we simply say that the function is continuous.

Example 1.28.
Every polynomial is continuous.

This can lead to a little bit of confusion if we don’t pay careful at-
tention to the definition. For example, the function 2 is continuous (it is
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continuous everywhere it’s defined); but the function is not continous at
x = 0 because it’s not defined at + = 0. This distinction is subtle, but
important.

The Intuition

The technical definition of continuity may seem a little odd, so it’s impor-
tant to have some intuition for what this definition is really saying. What
it means for a function to be continuous is essentially this: small changes
in the input x result in small changes in the output f(z). That is, the function
can’t jump around wildly. Because of this, it’s usually pretty easy to tell
if a function is continuous or not by considering its graph.

Graphically, a function is (usually) continuous if its graph y = f(z)
doesn’t have any breaks in it: that is, the function has to appear as a
continuous curve. Sometimes it’s described this way: a function is con-
tinuous if you can draw its graph without lifting your pencil. There are
some technical reasons why you shouldn’t take this as the definition of
continuity, but it’s a good bit of intuition to keep in mind.

Notice that most functions that occur in the natural world are con-
tinuous. The temperature in a room as a function of your position in
the room, for example, is continuous: the temperature does not instanta-
neously jump from 72° to 83°, but instead changes gradually with suf-
ficiently small changes in position resulting in correspondingly small
changes in temperature.

The velocity of a car as it travels down the highway is also a contin-
uous function: the car’s velocity does not instantly go from 35mph to
60mph, but gradually changes, hitting all values inbetween 35 and 60 at
some point in time.

Examples of Continuous Functions

Almost all functions we will discuss in this class will be continuous, in
fact most (but not all) of the functions that appear in science and en-
gineering problems are continuous. Given that intuition that continu-
ity means “small changes in inputs result in small changes in outputs,”
this shouldn’t be terribly surprising. If we measure the temperature in
Farhrenheit as a function of time, F'(t), then we would expect the tem-
perature to change gradually as time passes: the temperature isn't —18°F
one moment and then instantaneously 192°F": it has to heat up from
—18°F to 192°F, along the way hitting —17°F, —3°F, 42°F, and so on.
This can happen relatively quickly (e.g., it’s conceivable that in some sort
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of very hot industrial oven this could be happen in under a second), but
it doesn’t happen instantaneously.

Mathematically, most of the functions you’d write down if I asked you
to write down a function are going to be continuous. Polynomials, ratio-
nal functions, trig functions, logarithms, and so on are all continuous
functions. Combining this with a few rules for combining continuous
functions, it’s easy to believe that if you were to start writing some ex-
pression of x that you wanted to use as a function, you'd write down a
continuous function.

To make this precise, let’s begin with a few basic functions that can be
shown to be continuous.

Theorem 1.11.
All of the families of functions described below are continuous:

1. Polynomials
2. Rational functions

3. Trigonometric functions (sine, cosine, tangent, secant, cosecant, cotan-
gent)
4. Logarithmic functions (with any base!)

5. Exponential functions (e.g., 2%, €%, (%)z)

Proof.

Homework: think about this on your own. How could you formally
justify that something like the claim that all polynomials are contin-
uous? It’s too time-consuming to do in class, but you have all of the
tools at your disposal to prove this claim at least for polynomials.
For the other functions things are a little trickier, so we’ll have to
take this on faith for the moment. O

Because of this theorem, we know that it’s extraordinarily easy to cal-
culate limits of the five types of functions above.
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Example 1.29.

z—0
lim/ csc(z) = cse(T/a) = /2
T—7/4
9161_% In(z) =In(1) =0
1
lim 8" =8 '/* =
x——1/3 2

In fact, we can combine the continuous functions above to get even
more continuous functions:

Theorem 1.12.
If f(x) and g(z) are continuous at x = a, then so are each of the following:
1.

)
f(@) + g(x)
2. f(z) - g(x)
3. f(z)g(x)
fa

) provided g(a) # 0.

4.@

Furthermore, if f(x) and g(x) are continuous functions (so continuous at
every point in their domain), then so are the four functions above.

Proof.

This is an immediate consequence of our limit laws. By assump-
tion, f(a) and g¢(a) are defined; lim, ., f(x) and lim,_,, g(z) exist;
and lim,_,, f(z) = f(a), lim,_,, g(x) = g(a). Thus the limit laws give
the following:

1. lim,, (f(z) + g(2)) = lim,_, f(2) +lim, ., g(z) = f(a)+g(a).
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2. limy o (f(2) — g(2)) = limy—, f(2) = limy, 9(z) = f(a) — g(a).
(f(z

3. limg 4, ) 9(x)) = lim,, f(2) - limy 4 g(z) = f(a) g(a).
: M _ limgq f(CC) = M
4. lim,_,, o) = T g(@) = (a) 3 long as g(a) # 0.
The second statement is a consequence of the definition of a contin-
uous function. O
Example 1.30.

Each of the functions below is continuous:
* 23+ cos(x)

tan(z)—xz>
sec(z)+In(x)

¢ ln(x) - 1+sgivn(ac)

The following theorem also allows us to take limits of compositions
of continuous functions:

Theorem 1.13.
If f(z) and g(x) are functions satisfying the following two properties:

1. lim, ,, g(x) = b, and
2. f(x) is continuous at b,
then
lim £(9(2)) = f (lim g(x))

Tr—a Tr—a

Sketch of Proof.



CHAPTER 1. LIMITS & CONTINUITY

As z approaches a, g(z) approaches b, and so f(g(x)) approaches
f(b). Another way to say this would be to introduce a new variable
z = g(z). Then because f is continuous at z = b,

f(b) =lim f(z) = f(lim 2)

z—b z—b

now notice that g(z) — b when z — a, and we may write

1) = £ (lim g(x))

r—a

Corollary 1.14.
A composition of two continuous functions is continuous where defined.

Example 1.31.
Each of the functions below is continuous:

3
+ con(12)
12+1
° & =
tan <m+sin(x2)>

* sin(cos(tan(x)))

The Intermediate Value Theorem

One important property of continuous functions which we’ve already
hinted at is that they can’t instantaneously jump between values. Instead,
they have to gradually move between any two given values, hitting ev-
erything inbetween along the way. The way to make this precise is given

by the intermediate value theorem.
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Theorem 1.15 (The Intermediate Value Theorem).

Suppose that f(x) is continuous on the interval (a,b) and that f(a) = «,
f(b) = Band o < B. Then for every value -y between o and [3, there exists
acin (a,b) such that f(c) = .

The intermediate value theorem has several interesting consequences.
For example, since temperature is a continuous function of time, if the
low last night was 68°F" and the high today is 87°. Then, because of the
intermediate value theorem, there must exist a time when the temper-
ature is exactly 78.910111213141516171819202122....°F. If you're driving
your car and you start at Omph and accelerate to 35mph, at some point
you are driving at exactly 10mmph.

Mathematically, we can use the intermediate value theorem to show
that certain equations must have solutions: even if we are unable to cal-
culate them!

Example 1.32.
Does there exist an x such that 2® + cos(z) = —zes®?

If you try to answer this by explicitly solving for z, you will
quickly realize that algebraically this is exceptionally difficult: maybe
even impossible. However, the IVT easily allows us to determine
there must be a solution.

Notice the equation above may be rewritten as

2 + cos(x) + 2eS™®) = 0.

The left-hand side of this expression is a continuous function. It’s
easy to show that if x = —, then

(=m)3 + cos(—=m) + (=)™ = —7% — 1 — 7 < 0.
Similarly, if z = 7, then
3 sin(mw)y _ .3
7 + cos(m) + 7(e )=m"—14+m>0.

By the intermediate value theorem, there must exist an x between
—m and 7 such that z satisfies the above equation.
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1.4 The Sandwich Theorem

“Obvious” is the most dangerous word in
mathematics.

E. T. BELL

We’ll now discuss one very important theorem that allows us to cal-
culate some limits that we can’t evaluate using continuity properties, or
our algebraic rules described earlier. This theorem often goes by one of
two names: the sandwich theorem or the squeeze theorem are both stan-
dard names for this result, and which one is used is really just personal
preference.

The idea behind the sandwich theorem is that if we're given two func-
tions, say ¢g(x) and h(x) that both have the same limit at a given point,
that is

lim g(x) = L = lim h(x),

T—a Tr—a

then any function that’s “sandwiched” between ¢(x) and h(z) must also
have the same limit.

Before giving the theorem we give a preliminary result. These pre-
liminary results are usually called lemmas in mathematics.

Lemma 1.16.
If g(z) < h(x) for all x “near” a, then

lim g(x) < lim h(z)

r—a T—ra

assuming these limits exist.

Theorem 1.17 (The Sandwich Theorem).
Suppose that f(x), g(x), and h(x) are three function satisfying

g(x) < f(z) < h(z)
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for all values of x “near” a and that

lim g(z) = L = lim h(z).

Tr—a r—a
Then
lim f(z) =L
r—a
as well.
Example 1.33.
Calculate

T2 x— 2

lim (2% — 16) sin (x - 2)

First notice that

9
—1§sm(”’3+ )<1
T —2

Multiplying through by 2z* — 16 gives

€T —

— (24% — 16) < (22° — 16) sin (x - ;) < (24 — 16)

Now taking the limits of each function gives us

lim — (22" — 16) < lim (22* — 16) sin (x ki

2 .
2) < 9161_)11% (2303 — 16)

2
— 0 < lim (22° — 16) sin (x+ ) <0
T—2 2

€T —

2
— lim (22® — 16) sin (w - ) — 0.
T2 x—2

Let’s now use the sandwich theorem to prove one useful fact:
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Theorem 1.18.
lim 520 _
6—0 6
Proof.

Proving this theorem will require that we use the sandwich theo-
rem, but to get our inequality we’ll have to review a little bit of
trigonometry.

Given an angle 6 less than 7/2, consider the triangles shown in
the image below.

The inner triangle has area } sin(); the sector of the unit circle has
area 30; and the outter triangle has area 3 tan(f). This gives us the
inequalities:

1 1 1
Z < < =
5 sin(f) < 29 = tan(0)
— sin(f) < 0 < tan(6)
0 1
— 1< — <

Now recall that if a < b, then 14 < 1/a. Thus the above string of
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inequalities may be written as

sin 6 <

cosf <

Now we simply take the limit as # goes to zero:

sin
<1

cosf <

in(6
— lim cos(@) < lim 22 < g
6—0 6—0 0 60—0

—0 -

— lim sin(9)

= ..
0—0 0

This particular limit is actually very useful for evaluating other types
of limits involving trig functions because of the following change of vari-
ables principle:

Theorem 1.19 (Change of variables for limits).

Suppose g(x) is a function such that lim,_,, g(x) = b. Then by introduc-
ing a new variable v which we define to be equal to g(x), we have that for
any function f(x) we may compute the limit

lim f(g(x)) = lim f ().

r—a u—b

Notice the statement of Theorem 1.19 is very similar to the one which
appears in Theorem 1.13; in fact, you could think of Theorem 1.13 as a
consequence of Theorem 1.19.

Sketch of proof of Theorem 1.19.
As z gets “really, really” close to a, then u gets “really, really” close
to b (as v = g(z) and we are assuming lim,_,, g(z) = b.) We are then
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plugging those values “really, really close” to b into the function
f(z) and seeing what values of that function are getting near, but
this is exactly our (hand-wavy) definition of the limit of f as the
input approaches b. O

It should be noticed that the change of variables (i.e., introducing a
new variable u) above is just a convenience. What we actually call a
variable (z, y, z, u, ®, whatever...) doesn’t really matter. The conclusion
of the above theorem could just as easily be written as

lim f(g(x)) = lim f(z).
However, this might be a little bit confusing and seem miraculous, so
changing variables can help you understand what’s happening.

To see why the change of variables is convenient, consider the follow-
ing examples:

Example 1.34.
Compute lim s1n(_3x)
z—0 X

If we simply had z’s above instead of 3z, we could immedi-
ately apply Theorem 1.18. Using the change of variables princi-
ple, however, basically let’s us do this. Letting u = 3z, notice that
lim,_,o 3z = 0 and so by the change of variables we have

lim sin(3x) T sin(u) a0

z—0 31 u—0 U

Generalizing the previous example basically proves the following corol-
lary:

Corollary 1.20.
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If k is any non-zero constant, then

lim S2k7)

z—0 ]{:{L’

As another, similar example of the change of variables principle, con-
sider

Example 1.35.

. sin(2z — 6)
C te lim ——.
ompute lim — —

Introducing the variable © = 2z —6 and noting lim,_,3(22—6) = 0

we have
lim sin(2x — 6) _ sin(u) _
z—3 20 —06 u—=0 U

In the last two examples the expression in the denominator and in-
side the sine in the numerator were equal, but this need not be the case:

Example 1.36.
sin(6x)

Compute }:13%] 5

Our trick here will be to manipulate this limit to turn it into one
where the denominator matches up with the input to sine and then
apply our change of variables principle again. To accomplish this,
we can multiply the denominator by 3 to turn it into 6x. If we just
multiply the denominator by 3, however, we're changing the func-
tion and we don’t want to do that, so let’s compensate by also mul-
tiplying the numerator by 3 as well — effectively multiplying every-
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thing by 1:

lim sin(6x)  bml. sin(6x)

z—0 x z—0 2x
_ 3 sin(6z)

z—0 3 2x
_ 3lim sin(6x)
z—0 6%

=3-1
= 3.

Note that since other trig functions are ratios of sines and cosines, we
can sometimes use the tricks above to evaluate other limits involving trig
functions where we can’t simply plug in.

Example 1.37.
tan(3
Compute lim M.
z—0 X )
First we note that since tan(z) = ilons—((?) we may write this limit as
n(3 n(3 1
sin(3z)  im sin(3z)
z—0 brcos(3z) =—-0 Bx  cos(3x)
. sin(3z) . 1
= lim - lim
z=0  br  z-0 cos(3x)
_ sin(3z) ]
z—0 5%
where in the last step we used the fact ngm) is continuous at x = 0
since cos(0) = 1.
Now to compute the rest of the limit we must turn the 5z in the
denominator into a 3z, which we can do by multiplying the denom-
inator by £. Of course, we must compensate by multiplying the
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numerator by £ as well. We then have

sin(3z) . sin(3x)

z—=0 brcos(3z) 2-0 bx
_ T 3/5 sin(3z)
a—03/5  br
3 . sin(3x)
z—0 33;‘

Ut W Ot

Another useful limit is the following;:

i L= 8(0) _
6—0 9

This limit can be proven using some basic identities from trigonometry
and the limit of # above, and so we’ll leave the proof as an exercise.
Though we haven’t proven this limit yet, it is a tool we can go ahead and

use, as in the following example.

Example 1.38.

cos(z) — cos?(x)

lim = lim
x—0 X z—0 X
.1 —cos(x
=1-lim ( )
z—0 x
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1.5 Limits at Infinity and Horizontal
Asymptotes

Wahrlich es ist nicht das Wissen, sondern das
Lernen, nicht das Besitzen sondern das
Erwerben, nicht das Da-Seyn, sondern das
Hinkommen, was den grossten Genuss
gewithrt.

It is not knowledge, but the act of learning,
not possession but the act of getting there,
which grants the greatest enjoyment.

CARL FRIEDRICH GAUSS

We say that the line y = L is a horizontal asymptote of y = f(x) if the
graph gets arbitrarily close to L as x gets arbitrarily large or arbitrarily
negative. That is, as x gets “really big” (or “really negative”), we have
that f(x) gets “really close” to L. Le., we're talking some sort of limit.

Intuitively, lim,_,., f(z) = L if f(z) is “very close” to L when z is
“very large.”

Example 1.39.
Consider the function f(z) = tan™!(z):

TS

10 _5 5 10

|
B
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lim arctan(x) =
T—r00

rol 3

lim arctan(z) = —
T——00

bo| 3

51

Example 1.40.

sin(x2)

Consider the function =

It may be hard to see from this image, but notice that the y-values
on the graph bounce up and down less and less (less range in the y
values) as z grows to +oo.

TLL Gl
T—00 €T
lim z) =0
r——00 B
Example 1.41.
2_2z+1

Consider the function 22 s
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1.5 %

0.5 \ﬁ

90

10

lim
xr—r*+00

32 -2z +1 1

10 20

6x2+1 2

52

It could happen, of course, that the limit as + — +oo0 might not exist:
the function may not get close to any particular number.

Example 1.42.
Consider sin(z):

0.5 1
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lim sin(x) DNE.

r—+o0

Or that the function grows without bound in either the positive or
negative direction.

Example 1.43.
o 341
Consider 21,;;1
10 »
5 /
10 -5 5 10
_5 1
_10 1
3 +1
im =00
z—o0 222 + 1
3 +1
im — —
T——00 21’2 + 1
Theorem 1.21.

Iflim, o+ f(z) = a, then lim,_, f (%) = aq.



CHAPTER 1. LIMITS & CONTINUITY 54

Proof.

Intuitively, as # — oo, the fraction X approaches zero from the right,
so the input to our function approaches zero, and we know the out-
puts of the function approach a as this happens.

To be precise, we know that for every € > 0 there exists a 6 > 0
such that |f(z) — a| < e whenever 0 < z < . We need to show that
|f(1/z) — a| < e whenever x > N for some N.

If we take N = 1, then z > N implies z > ; and so § > 1. Thus

|[f () —al <e. N

Example 1.44.
lim,_, cos (}/z) = 1.

Theorem 1.22.
If n > 0, then lim,_, xin =0.

[

We can combine this theorem with our limit laws to make calculating
some infinite limits (particularly for rational functions) extremely easy.

Example 1.45.
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. 3P —2x4+1 . 3rP—2x+1 1/
hm —_— =1m ——F7
z—oo 612+ 1 z—oo 62+ 1 1/32

322 /2 — 2z /.2 1/.2
i B =+
Tr—>00 6z /;];2 —|— 1/;172
— 2/ 1/.2
_ lim 2=t Y
T—00 6+ 1/x2

. . 2 . 1
_hmgHOO 3 —limg o0 £ +limg 40 5

limg 00 6 + lim, o 1/22
3-0+0
640

1
X

At this point it will be helpful if we recall some properties of arith-
metic with infinity.
Arithmetic with Infinity

Infinity is not a number, it’s more of a concept. Saying something “goes to
infinity” really means it gets larger and larger and larger without bound.
Just as we have limit laws for regular, finite limits, we also have limit
laws for infinite limits.

Theorem 1.23.

In the following, let f(x) be a function where lim,_,, f(z) = oo and g(x)
a function where lim,_,, g(x) = C where C'is a real number (i.e., a finite
number).

1. lim, o (f(z) £ g(z)) =0 —ie, 00+ C =00
2. limy 00 (9(z) + f(x)) = 00 —i.e., C + 00 = .
(g(

3. lim,_e0

5. If C >0, then lim, o g(x) f(z) = 00 —i.e.,, C - 00 =00 if C' > 0.
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6. If C <0, then lim, . g(z)f(z) = —co—1i.e., C-00 =00 if C < 0.

7. IfC > 0, then lim, o0 £8 = c0—ie., 2 = 00 if C > 0.

8. IfC <0, then limm_m% =-—oo-ie, T =—-00ifC <.
Now suppose that lim,_,, g(x) = co. Then

9. lim, o f(z)g(z) = 0o —i.e., 00 - 00 = 0.

10. lim, o (f(z) + g(z)) = 00 —i.e., 00 + 00 = 0.

We can use these rules to help us evaluate some other infinite limits.

Example 1.46.

. 6zx—1  6xr—1 12
lim = lim -
z—y00 L2 +1 z—y00 L2 +1 1/;52

o 4 z2
= lim :

o limy e 1+ limy e
~0-0

140
=0.

Notice there are a few items which are conspicuously absent from
our list in the theorem above: we do not have rules telling us what to in
a situation like 0 - 0o, 22, or oo — oco. These situations are examples of
indeterminate forms — things we can’t assign a value to.

Example 1.47.



CHAPTER 1. LIMITS & CONTINUITY

Even though this naively looks like 0 times oo, we have to actu-
ally do some algebra before we can turn this into something we can
evaluate:

2 2241

lim — -

200 T — 3

2 222492
= lim — -

T—00 72 — 3z

T
2$2 + 2 1/@‘2

- Ih_)rgo 22 — 3z 1l4?
2 + 2/32

— lim +_/

=2

57

Example 1.48.

o (V=2 =9/ )
(Va2 —2— V22 +2) (Va2 -2+ Va2 + 1)

= lim

T—00 (\/x2—2+\/x2+x)
! = = 5
= lim
200 \/12 — 2+ /a2 +x
l_ —2—1’ 1/m
= lim C
200 /12 — 2422+ e
1i —2—=x 1/30
= lim :
200 /g2 — 2+ /22 + & VaZ
—2/z—1
= lim /

T—00 \/1 —2/:c+ \/1+1/$
1

)
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1.6 The -6 definition

The calculus was the first achievement of
modern mathematics and it is difficult to
overestimate its importance. I think it defines
more unequivocally than anything else the
inception of modern mathematics; and the
system of mathematical analysis, which is its
logical development, still constitutes the
greatest technical advance in exact thinking.

JOHN VON NEUMANN

In this lecture we will make the idea of a limit precise: whereas we
had originally defined lim,_,, f(z) = L to mean that f(z) gets “arbitrar-
ily close to” L when x gets “arbitrarily close to” a, we never said what
“arbitrarily close” meant, and for this reason we haven’t really defined
limits yet.

We will begin by quickly recalling some preliminaries that will be
necessary for this lecture. After this we will give the precise definition of
a limit and then consider several examples.

Preliminaries
Absolute Values

Recall that the absolute value of a number a, denoted |al, is the number’s
distance from zero. If a > 0, then |a| is simply a. If a < 0, however, then
la| is —a. For example, | — 5| = —(—5) = 5.

One important property of absolute values is that we can split up
products inside of absolute values.

|ab] = |al [b]

Notice that this property tells us that a number and its negative thus have
the same absolute value:

| —al=[(=1Da| =|=1]|a] = |al.

Furthermore, we can factor expressions inside absolute values, but
each factor remains in absolute values:

|z — 25| = |(x + 5)(z — 5)| = |z + 5| |z — 5].
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Distances Between Numbers

Given any two numbers a, b on the real line, the distance between the
numbers is defined as the absolute value of their difference:

la — b.
So 5 and 7 are two units apart:
5—7 =175/ =2
and 12 and —3 are 15 units apart:
112 — (=3)| = [(—3) — 12| = 15.

In order to define the limit of a function, we need to understand how
the distance between two numbers is given like this.

Intervals

The set of all z satisfying the equation |z — ¢| < r is an interval around c:
(¢ —r,c+r). We can see this by recalling the following basic fact:

lz] <r = —r<z<r.

Thus
|z —c| <r
= —r<zyx—c<r
—c—r<z<cH+r
The Idea

To make precise sense of lim,_,, f(z) = L we want f(x) and L to be close
when z and «a are close. That is, we want the distance between f(z) and
L to be small whenever the distance between x and « is small:

lim f(z) = L means |x — a| small = |f(z) — L| small.

Tr—a
This is a little bit closer to the true definition of the limit, but is still im-
precise because the question is “how small is small enough?”

The short answer is that no one value is small enough: we need to

make sure that |f(z) — L| can be made as small as we’d like, provided we
make |z — a| small.
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The -6 definition

Here is the precise definition of the limit: We say that lim,_,, f(z) = L if
for every € > 0 there exists a § > 0 such that |f(z) — L| < € whenever
0<|z—al<od.

What this definition is saying is that we can make f(z) as close to L
as we’d like, provided we pick x to be close enough to a.

The order in which things are stated in the definition above is impor-
tant. Notice that we say for every € > 0 there exists a § > 0 such that ... That
is, the ¢ is chosen first, and then the 0 is determined. Generally this §
will depend on ¢: how close you want f(z) to be to L will influence how
closely you need to choose x to be to a. However, the € can never depend
on ¢!

The ¢-0 definition graphically

If lim, ,, f(z) = L, then for every ¢ > 0 there exists a § > 0 such that if
0 < |z —a| <4, then |f(x) — L| < . That is, you want the outputs (the y-
values on the graph y = f(x)) to be betweeny = L —cand y = L +¢, and
I'm saying that is guaranteed to happen provided I pick z’s close enough
to a, namely a — § < < a + ¢. For the limit to be L this has to work for
all choices of ¢: for any ¢ you choose, I can find a corresponding 9.

How can I go about finding the §? If we think of drawing two hori-
zontal lines, y = L — ¢ and y = L + ¢, then I want to see where the lines
intersect the graph y = f(z) and then follow those lines “down” to the
z-axis. In the image below, we have the graph y = —z% 4 322 + /2. If
I claim the limit as = goes to 1.5 is 22, then when I pick « values “close
enough” to 1.5, I should get y-values that are within, say, /4 of 33/s. To
figure out the appropriate y-values, I'll draw the lines y = 33/s+1/1 on the
graph, see where those intersect the graph, and then follow those back
down to the z-axis.
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4.375
4.125 |
3.875

1.413 1.5 1.5965

In this case this gives me z-values of about 1.413 and 1.5965. If I pick
z’s inbetween these values, then my outputs are with distance /1 of my
supposed limit, 33/s.

Because the set of points satisfying 0 < |z — a| < ¢ is “symmetric” (§
units to the left, and ¢ units to the right), we need to be slightly careful
when we pick our J. There are two choices for §: the distance to the left,
1.5 — 1.413 = 0.087, and the distance to the right, 1.5965 — 1.5 = 0.0965.
To be sure our outputs, the y-values, stay between 33/s £ 1/4, we need to
choose the smaller value and take 6 = 0.0875.

A non-example

Instead of jumping into examples of the above definition, it may be help-
tul to first start with something that doesn’t satisfy the definition.

So let’s suppose f(z) = z, and suppose it was claimed that lim,_,3 2 =
5: where does the above definition of the limit cease to hold? Remember
that you get to pick an ¢ first — whatever positive € you want — and then
I get to pick a 0. If the limit really was 5, then it would have to be the
case that regardless of what ¢ you picked, we could guarantee |z — 5| < ¢
provided |z — 3| < . If you can choose an ¢ where this won’t happen —
where there’s no choice of § that I could make so that |z — 3| < § =
|z — 5| < ¢, then the limit can’t be 5.

So why don’t you choose ¢ = 1. If ¢ = 1, then |z — 5| < ¢ can be
rewritten as

lz -5 <1
— —1l<zx—-5<«l1l
— 4 <x<6.
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So, I need to try to pick a ¢ so that if | — 3| < J, then it must be that
|z — 5| < 1. Or, put another way, I need to pick a § so that |z — 3| < §
implies —4 < z < 6.

But if |z — 3| < §, then

|z —3| <o
= —0<r—3<9¢
—3-0<r<3+9,

and now we have a problem.

We want that = in the interval (3 — 6, 3 + ¢ implies that z is also in the
interval (4,6)! But this is impossible! For any choice of § > 0, there will
be points in (3 — J, 3 + §) which are not in (4, 6). Said another way: there
is no choice of § > 0 so that |z — 3| < ¢ implies |z — 5| < 1. And so the
limit can not be 5.

Linear Examples

Example 1.49.
Let’s begin with the the “correct” limit for the function in the last
example. That is, let’s use the precise definition of the limit to show
that hmx_>3 T = 3.

We need to show that for any ¢ you choose, there is a ¢ that guar-
antees that |f(z) — L| = |z — 3| < ¢ whenever |z — a| = |z — 3] < 4.
The right choice here is clearly to take § = «.

Theorem 1.24.
For every real number a, lim,_,, v = a.

Proof.
Let ¢ > 0 be given and take 0 = ¢. If [z — a| < 4, then |f(z) — L| =
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|z —a| < e. O

Intuitively what the above theorem and proof are saying is that for
the function f(z) = z, if you want to guarantee that f(z) = z is within
e-distance of the supposed limit L = q, then take z to be within § = ¢
distance of a.

Theorem 1.25.
For every real number a and real number c, lim,_,, c = c.

Proof.

Let ¢ > 0 be given and take § = 1. (There’s nothing special about
1 here — pick ¢ to be any positive number you like.) Then for all =
within § distance of a, clearly |f(z) —¢|=|c—¢|=0<e. O

Example 1.50.
Use the precise definition of the limit to show that lim,_,3 4z = 12.
Supposing that some ¢ > 0 has been given, we need to find a
d > 0 which guarantees that if |z — 3| < §, then |42 — 12| < e. To do
this we’ll work backwards: we’ll start with what we want to have
happen (|4z — 12| < ¢), and try to manipulate this a little bit at a time
until we get down to something like |z — 3| < something, and then
take that “something” to be 9.
This is basically just scratchwork to find ¢:

|4z — 12| < ¢
= 4jlzr—-3|<e¢
= |z — 3| < ¢/a.

What our scratch work tells us is that we want to take 6 = /4.
The “proper” presentation of our proof that lim, ,54x = 12 is the
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following;:
Let ¢ > 0 be given and take § = /4. Then for every |z — 3| < 6 we
have the following;:

|z —3| < ¢
= |z —3| <¢/a
= 4lr—3|<e¢
= |4z — 12| < e.

Hence lim,_,34x = 12.

Unravelling the last example a little bit, what we’re saying is that if
you want f(z) = 4z to be within e-distance of 12, then you need to pick
your z’s to be within /s-distance of 3.

Example 1.51.
Use the precise definition of the limit to show that lim,_,»(5z — 3) =
7.

Again, we work backwards starting from what we want to have
happen:

|(bz —3) —T7| <¢
— |5z — 10| < ¢
— blr—2|<e
— |z —2| <)

Thus we should take 6 = ¢/5. The above was scratchwork to
figure out §: now we present the proof:

Let ¢ > 0 be given and take § = ¢/5. If |z — 2| < J, we have the
following:

|z —2| <§
= |z —2| <5
= blr—2|<e
— |5z — 10| < ¢
= |(bx —3)—-T| <¢
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Hence lim, ,»(52 — 3) = T7.

We do one last example of linear functions before moving on to quadrat-
ics:

Example 1.52.
Use the precise definition of the limit to show that lim,_, ;(—2z +
3) = 5.

We do some scratchwork to find the right choice of ¢:

| —2z+3—-5|<e¢
— |—2r—-2|<¢
= [(-2)(z+1)| <e
=2z +1|<e
=2z —(-1)| <e
— |z — (—-1)| < ¢/a.

Now the actual proof:
Let ¢ > 0 be given and take § = /2. For all x within ¢-distance of
—1 we have the following;:

|z — (-1)| < ¢
— |z — (=1)| < ¢/
=2z +1]<e
=2z +2|<e¢
= |(-1)(—2z—-2)| <e
= |-2z—-2|<¢
= |-2x+3-5|<¢

and so lim, , ;(—2z + 3) = 5.

Quadratic Examples

The above examples were relatively easy. We now turn our attention to
some harder examples:
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Example 1.53.
Use the precise definition of the limit to show that lim,_,» 2% = 4.
We'll start off as before, working backwards:

|z — 4| < ¢
= [z +2)(z—-2)| <e
= |z 42|z —2| <e¢

Notice that we need to get something like |z —2| < (...). It's tempting
to do something like [z — 2| < 55, but this presents us with a
problem. We haven’t made a choice of § yet, and remember our
argument needs to work for all z in the interval (2 — 6,2 + 0). Since
we haven’t picked a §, we don’t know how big or small this interval
is going to be, so we don’t have any bounds on what |z + 2| could
be.

There’s an easy way to fix this, however: let’s go ahead and agree
that our ¢ will be less than some fixed number, like 1. We may want
4 to smaller than this, but let’s agree that whatever § we wind up
using, it'll be smaller than 1. If that’s the case, then

|l —2| < ¢
= |z -2/ <1
— — e m—2=l
= —14+4<z-2+4<1+4
—=3<z+2<5
=3 <|r+2| <5

So as long as we agree that 0 < 1, then we can so for sure that |z + 2|
is no bigger than 5. Continuing from before we can now do the
following:

|z + 2|z — 2| <e
— blr—2|<e
= |z — 2| < ¢fs.
So it looks like we want to take 6 = ¢/5 — but remember this little

argument was contingent on § < 1. If you choose ¢ = 10, then
d =¢/5 = 2is not less than 1, and our logic above no longer applies.
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To fix this, we'll take ¢ to be the smaller of /5 and 1:
d = min{1,¢/5}.

Now here’s the actual proof:

Letec > 0 be given, and let § = min{1,</5}. Notice that if [z — 2| <
d, thenin particular [z—2| < landsol < z < 3. Hence 3 < z+2 < 5,
and |z + 2| < 5.

|z —2| <§
= |z —2| <5
— blr—2|<e
— [z +2||z—2|<¢
= |z — 4| <¢

And so lim,_,, 22 = 4.
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Example 1.54.
Use the precise definition of the limit to show thatlim,_, 3(42?+1) =
37.

Again, we try to work backwards:

|4z +1-37| <¢
— 422 — 36| < ¢
=4z - 9| <¢
= |22 — 9|¢/u
= |z +3||z—3| <¢/a
= |z — (=3)||]z — 3| < ¢/

Just as before we want to place some bounds on what |z — 3]
could be by putting some restrictions on . Let’s again choose 4 to
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be less than 1. Then

|z —(=3)] <1
= |z +3| <1
— —1l<z+3<1
— —1-6<2—-3<1-6
= —T<r—3<-5
—5<|r—-3|<7

Continuing from above,

= |z — (=3)||z — 3| < ¢/a
= 7|z — (=3)| < ¢/4
= |x — (=3)| < /28

So we want to take § = /28, but keep in mind we also need to guar-
antee that 6 < 1. Hence we'll take ¢ to be the minimum of these
two.

Now for the proof: Let ¢ > 0 be given and take § = min{1, </2s}.
Notice that if [z — (=3)| < 0, then |z +3] < 1,s0 -1 <z +3 < 1,
hence —7 < x — 3 < —5,and so |x — 3| < 7. Now,

|z — (=3)| < ¢
= |z + 3] < ¢/
= 28|z + 3| <e¢
— 4z —3|lz+3| <¢
=4z - 9| <¢
= |[42% — 36| < ¢
= |42% +1 - 36| < ¢.

One-Sided Limits

The formal definition of the right- and left-hand limits is very similar to
the definition for the two-sided limit. The main distinction is that we’ll
be assuming that z is always greater than (or less than) the value a, and
so we can drop the absolute values.
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We write lim, .+ f(x) = L if for every ¢ > 0 there existsa 0 > 0 so
that |f(x) — L| < e whenever z — a < §.

We write lim, .- f(x) = L if for every ¢ > 0 there exists a 0 > 0 so
that |f(z) — L| < e whenever a — z < .

Example 1.55.
Let f(z) be the piecewise function below:

f4x+2 ifz>1
f(x)_{—x ifr<1

(a) Show that lim, ,;+ f(z) = 6.

Since we're only concerned about values to the right of =, for all
the values of = we’ll consider, we use the 4z + 2 rule for f(x).
Hence we want to show that [4z +2 — 6| < cifx — 1 < . We
again work backwards to get an idea of what § should be:

dz +2— 6] < ¢
— |4z —4| <e
=4z -1 <e
= |z — 1| <</

Recalling that we're only looking at values of  which are greater
than 1, so x — 1 > 0 and we can drop the absolute values above
to get

r—1<¢/s

And of course this is the value we want to take for §:
Let e > 0 be given and let 6 = ¢/4. Then

r—1<e/s
— |z — 1] < ¢/
=4z -1 <e
= |[dr — 4| <e
= [dz+2-6|<¢

and hence lim, 1+ f(x) = 6.
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(b) Show that lim,_,o- f(z) = 0.
Homework.

Infinite Limits

When the limit of a function is infinity, what this really means is that the
function grows without bound: it gets bigger than 10, and bigger than
100, bigger than 1, 000, and so on. Formally this means the following:
We say lim,_,, f(z) = oo if for every N > 0 there exists a 6 > 0 such
that f(z) > N whenever 0 < |z — a|] <.
The case for a right-hand limit being infinite is the same except that
0 <z — a < 6; for a left-hand limit we have 0 < a — z < J.

Example 1.56.
Show that lim,_,o+ 1 = c0.

Let N > 0 be given and let 6 = +. Then for all = satisfying
0 < z < 0 we have the following:

O<z<d
= <1/§n
x
— — <1
1
In

1
— N < —
T

The limit going to negative infinity is similar, except we want f(x) to
get arbitrarily negative:

We say lim,_,, f(x) = —o0 if for every N < 0 there exists a § > 0 such
that f(z) < N whenever 0 < |z — a|] <.

The definitions for left and right hand limits are made by modifying
the above definition exaclty as before.
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Example 1.57.
Show lim,_,_» ﬁ = —00.
We work backwards to find ¢:

-3
(x 4+ 2)?

— — " <N
|z + 2|2

<N

-3
_ — > 2|2
= > o +2
2

= |x — (—2) <W

= |z — (=2)| </ ~3/N.

Now here’s the actual proof:
Let N < 0 be given and take 6 = y/ —3/n. For all z satisfying
0 < |z — (—2)] < ¢ and then we have:

o~ (=2)] < v/
— fo— (-2 < =2

-3




Differentiation
2.1 Rates of Change

The further a mathematical theory is developed,
the more harmoniously and uniformly does its
construction proceed, and unsuspected
relations are disclosed between hitherto
separated branches of the science.

DAVID HILBERT

Many quantities of interest in mathematics and the sciences are de-
tined by how one quantity changes with respect to another: velocity de-
scribes a change in distance over a change in time; acceleration describes
how a velocity changes over time; force is a change in potential energy
over a distance; and so on. Derivatives are the mathematical formulation
of this idea: a derivative tells us how one quantity changes as a function
of some other quantity. We will discuss several physical examples, but
there is also a very nice geometric interpretation of derivatives that we
will see as well.

Preliminaries

Recall that the slope of a line is a number which tells us how steep the
line is. If the slope of a line is m, then when you change the z-coordinate
of a point on the line by going to the right one unit, you change the y-
coordinate by m units. Given two points (2, o) and (z1,y;) on a line, we
can easily determine the slope of the line:

Y1 — Yo

ry — .To.
The line with slope m through (x, ) has equation
y = Yo = m(x — o)

and this is called the point-slope form of the line. If we simplify this by
distributing the m and moving y, to the other side to write the line as

y=mz+b

(so b = —mxy + yo), then we have the slope-intercept form of the line.

72
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Average rates of change

If you drive 120 miles over the course of two hours you might say that
your speed as 60 miles per hour, which is given by taking 120 miles di-
vided by 2 hours. If you measure the growth of a tree over the course
of a year you may learn the tree grew 30 inches, you might say the tree
grew 2.5 inches per month. Both of these quantities are examples of a
rate of change: they describe how quickly one quantity changed (dis-
tance, height of the tree) as another quantity changed (time in both of
these examples). Quantities like this are ubiquitous in mathematics and
the sciences, and the next main topic we’re about to discuss for the next
several weeks is really concerned with studying these rates of changes,
so we begin by first ...

First some notation: use the capital Greek letter delta, A, to mean
the change in a quantity. So Ax represents the change in x; At means
the change in ¢; and so on. We'll usually care about changes over an
interval, say from x = a to x = b. In this situation our Az really refers to
b — a. Sometimes we will use Az to mean how much z changes without
specifying explicity initial and final values of z.

If f(x) is a function of z, then we will be interested in how much
f(x) changed as x changed, and we denote this by Af. So if = changes
by Az = b — a, then f(x) changes by Af = f(b) — f(a). The ratio of
the change in f divided by the change in z is called the average rate of

change of f:
Af _f0) - (@)
Az b—a
Velocity, for example, is the average rate of change in distance over time.

Example 2.1.

Consider a particle moving back and forth along a straight line.
(This particle can represent any physical object you want: a person,
a car, a rolling ball, a bacterium, an electron, etc.) Suppose that we
begin recording the particle’s position starting at some given mo-
ment in time, which we’ll call ¢ = 0. After ¢ seconds, say the object
has moved f(¢) centimetres from its initial position, with f(¢) > 0
meaning motion to the right, and f(¢) < 0 meaning motion to the
left. In principle this f(¢) could be any weird function, but for sim-
plicity let’s suppose f(t) = t* — 10t. Thus after 1 second the particle
is f(1) = —9 centimetres from its starting position; after 3.4 seconds
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the particle is f(3.4) = —22.44 centimetres from its initial position,
and so on.

The average velocity of the particle for the first six seconds of its
journey is

Af  f(6)—f(0)em —24—-0  cm
At 6-0s  6-0 s

This average velocity tells us that the end-result of the motion of the
particle after 6 seconds is the same as if the particle was moving to
the left at a constant speed of 4 centimetres per second.
The average velocity for the first two minutes of the particle’s
journey is
Af  f(120) = f(0) 13,200
At 120-0 120
So the end result is that the particle’s final position, after two min-
utes, is the same as if the particle was moving at a constant 110
cm/s.
The average veloctiy between times ¢t = 30 and ¢ = 60 is

= 110.

Af _ f(60) — £(30) _ 2400 _

At 60 — 30 30 80

The average velocity over the interval [0, 10] is

Af SO0 -FO) 0
At 10-0 10 7
(What's the physical meaning of an average velocity being zero?
The only way a fraction — like the average velocity — is zero is if its
numerator is zero. If f(b) — f(a) = 0, then that just means f(b) =
f(a). In terms of positions and velocities, this just means that our
particle was at the same location at time ¢ = 0 and time ¢ = 10. The
particle was definitely moving during this period, but at time ¢ = 10
it was back to where it had started from.)

The average velocity thus tells us some information about how quickly
the particle would be moving if it was always moving at a constant speed.
Since the particle is not moving at a constant speed, it’s clear that average
velocities — while very easy to calculate — leave something to be desired:
we’d like to have more detailed information about how the particle is
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moving. Before discussing how to get this more detailed information,
let’s think about what an average rate of change represents graphically.

Notice that in our example above, the average velocity corresponds
to the slope of the line connecting two points on the graph. In the case
of the average velocity over the time interval [30,60], for example, the
formula for average velocity

f(60) — f(30)
60 — 30

is precisely the slope of the line connecting (60, f(60)) to (30, f(30)).

Thus, graphically, the average rate of change of a function f(z) over
an interval [a, b] corresponds to the slope of the secant line of the curve
y = f(z) between (a, f(a)) and (b, f(b)) (that is, a line connecting two
points on the curve).

Instantaneous rates of change

As the example above indicated, the average rate of change of a function
gives us very rough information about what the function is doing. We
saw that while the function was constantly changing at different rates,
the average rate of change only tells us what the function would be doing
if it was changing at a constant rate (i.e., if its graph was a line and not
a more complicated curve). We can get more precise information how
quickly things are changing by passing from the average rate of change
to the instantaneous rate of change.

By instantaneous rate of change we mean how quickly the function
is changing at a single point. In terms of positions and velocities, this
means how quickly an object is moving at a single moment in time (ig-
noring any philosophical objections about what “moving at a single mo-
ment in time” should mean, a la Zeno’s paradoxes).

The difference between average rate of change and instantaneous rate
of change is like the difference between saying “I drove 90 miles to Greens-
boro in just under an hour” and “at 2:03pm I was driving exactly 63 miles
per hour.” One statement gives you very rough information about what
happened over a long period of time, and the other tells you very precise
information about what’s happening at a given moment.

The question now, though, is how do we actually go about calculat-
ing these instantaneous rates of change. Calculating an average rate of
change is very easy, so perhaps what we should do is estimate the in-
stantaneous rate of change with average rates of change. That is, to see
what’s happening at a particular instant, say = a, we should consider
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average rates of change over an interval [a, b], but then see what happens
as b gets closer and closer to a.

That is, to calculate an instantaneous rate of change of f(x) at z = q,
we should take the limit of the average rates of change over intervals

la, b] as b approaches a:
oo S = fla)

b—a b—a

Example 2.2.
What's the instantaneous velocity of a particle whose position at
time ¢ is f(t) = > — 10t at time ¢t = 1? What about time ¢t = 5 and
t=10?

In general, the average velocity of our function over an interval
la, b] is

f(0) — f(a) b*—10b—a*+ 10a

b—a b—a

The instantaneous velocity when ¢ = 1 is thus given by taking the
limit of the average velocities over intervals [1, b] as b approaches 1:

b —10b—1+10 b —14+10—10b
lim =lim
b—s1 b—1 b—s1 b—1
T (b—1)(b+1)+10(1—b)
b—1 b—1
—im b—-1)b+1)—10(b—1)
b—1 b—1
=lim (b+ 1 — 10)
b—1
=—28

We could repeat this same set of algebra for t = 5 and ¢ = 10, but
let’s notice the procedure would be exactly the same: for a general
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t = a, the instantaneous velocity at ¢ = a is

bV —=10b—a®>+10a .. b>—a®+10a — 100
lim =lim
b—a b—a b—1 b—a
- (b—a)(b+a)+ 10(a —b)
b—1 b—a
. (b—a)(b+a)—10(b—a)
bl b—a

=lim (b+ a — 10)
b—1
=2a — 10

Thus the instantaneous velocity at ¢ = 5 is 0, and the average veloc-
ity at ¢ = 10 is 10.

(What does an instantaneous velocity of zero mean? It means for
a brief moment —just an instant — the particle was not moving. Usu-
ally, but not always, this means that the particle transitioned from
travelling in one direction to travelling in the opposite direction. For
example, if you throw a ball straight up into the air there is a point
where it transitions from having positive velocity (going up) to hav-
ing negative velocity (going down): at that instant the velocity must
be zero and the ball is actually not moving for just a single moment
in time.)

Just as average rates of change have a nice graphical interpretation,
so do instantaneous rates of change. The average rate of change repre-
sents the slope of a line connecting two points on a graph, and an in-
stantaneous rate of change represents the limit of those slopes as our two
points get closer together. When the points collide, we have the slope of
the line tangent to the curve at a point.

(It's worth pointing out that many people have a misconception about
what a “tangent line” is. You may have heard before that the line tangent
to a curve can only touch the curve in one place, and this isn’t quite true:
it’s actually very easy to come up with curves where tangent lines will
intersect the curve multiple — even infinitely many! — times. The “right”
way to think about a tangent line is that it’s the line which “best approxi-
mates” the curve near a point. That is, of all the lines which pass through
the point (a, f(a)) on the curve y = f(x), the tangent line is the one which
“hugs” the curve the most. We can make this idea precise, and we actu-
ally will do this later, but right now it’s just important to realize that a
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“tangent line” can touch a curve multiple times.)
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Example 2.3.
Determine the equation of the line tangent to the graph y = 42? +
2z — 1 at the point (2, 19).

By what we said above, the slope of the tangent line is the in-
stantaneous rate of change of f(x) = 422 + 2z — 1 at the point z = 2,
and this is given by taking the limit of average rate of change (slope
of the secant lines) over the interval [2, b] as b — 2. Thus the slope is

fO) = f@) _ . 4P +2%-1-4-22-2.2+1

A S R L b—2
C4b? +2h— 20
:hm—
b—2 b—2
o (0= 2)(40+10)
b—2 b—2

— lim (4b + 10)
b—2
=18

So the slope of the line is m = 18. We know the line passes through
(2,19), and so the line in point-slope form is

y—19 =18(z — 2),
or in slope-intercept form

y =18z — 17

Derivatives

The instantaneous rates of change described above are called derivatives
in mathematics. That is, instantaneous rate of change of f(x) at © = a is

synonymous with derivative of f(x) at x = a. We denote this derivative

(aka, instantaneous rate of change) as f'(a):

f’(a) — lim f(b) — f(a)

b—a b—a
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Notice that since we’re taking the limit as b — a, we care about values of
b which are very close to a: that is, b is equal to a plus a little bit more.
We can thus write b = a + h. If we replace the b in our above equation for
f'(a) with a + h, what happens?

Well, if b is getting closer to a, that means that the  in a + h is getting
closer to 0, and so we can rewrite our limit as the limit as h goes to zero.
In the numerator all we can change is f(b) — f(a) = f(a + h) — f(a), but
in the denominator we have b — a = a + h — a = h, and so we can rewrite
the derivative f'(a) as

. fla+h) = fla)

! —

fia) = lim h '

Both definitions of the derivative are completely the same, just repre-
sented in slightly different ways. It will sometimes be slightly more con-
venient to use one definition over the other, however, so it’s useful to be
aware of both ways of writing f’(a).

Example 2.4.
Calculate the derivative f'(3) where f(z) = 2 + 2.
fB+h) - fB3)
/ p—
(B+h)?2+2-3*-2
= lim
h—0 h
. 94+6h+h*—9
= lim
h—0 h
.. 6h+h?
= I
=1lim(6 + h)
h—0
=6

Example 2.5.
Determine the equation of the line tangent to y = z* + 2 at the point
(3,11).
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We saw earlier that the slope of the tangent line is the instanta-
neous rate of change of the function, but this is exactly the deriva-
tive. Thus, by our calculation in the last example, the slope of the
tangent line is 6. Hence our line in point-slope form is

y— 11 =6(z — 3),
or in slope-intercept form

=06x— 7.

There are lots and lots of common notations for the derivative, one
that we’ll use in this class is % . This notation might look odd, but it

a
has the advantage of letting us write the derivative of a function without
“naming” the function: for example,

d

o (6352 + .CE)

2

means the derivative of 62? + x at the point z = 2.

Example 2.6.

Determine the equation of the line tangent to y = \/z when z = 16.
First notice that the y-value of the point on the curve y = /z

when z = 16 is v/16 = 4. So we know the line passes through the

point (16,4). Now we need to find the slope of the line, but this is
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of course the derivative of /= when = = 16:

d V16 + h — /16
—| vz =lim
dx 16 h—0 h
. V16+h—14
= lim
h—0 h

o V16+h—4 16+ h+4

50 h VBT h+4

iy 16+ R — 16
h=0 b (v/16 + h + 4)
1
h0 v/16 1 h + 4
1
-~ limy o (VI6 + R+ 4)

81
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2.2 Differentiability

La mathématique est I'art de donner le méme
nom a des choses différentes.

Mathematics is the art of giving the same
name to different things.

HENRI POINCARE
L’avenir des mathématiques

An Alternative Definition

In the last lecture we defined the derivative of a function f(x) at a point

T 1) - (0
! IERT - a
fla) = llglzlz b—a

Notice that we can think of b as the number a “plus a little more.” That
is, if we define

h=b—a
then we can write

b=a+h.

Notice that as b — a, the quantity h approaches 0. Thus we can rewrite
the derivative f'(a) as

These two versions of the derivative are completely equivalent: they are
exactly the same thing, but represented in a different way. However,
sometimes one choice of the definition may be slightly easier to do alge-
bra with than the other version.

Example 2.7.
Suppose the position of a particle at time ¢ is f(t) = ¢* + ¢* — 1 feet
from a starting point after ¢ minutes. What is the particle’s velocity
at time ¢t = 3?
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We need to calculate f'(3):
. fB+h) - fB)
/ —
f3) = lim h
3 2 _ 1 _
im B+h)$’+(B3+h)*—-1-35
h—0 h
1 27+ 27h + 9h® + h® + 9 + 6h 4+ h* — 36
= h
. h®+10h* + 33h
= lim
h—0 h
=lim (h* + 10h + 33)
h—0
f
33k
min

Differentiability

Regardless of which definition of the derivative f’(a) we choose to use,
the derivative is a limit. As we’ve seen before, however, limits don’t have
to exist: everytime we see a limit, we should always ask ourselves if the
limit exists or not. If the limit f’(a) exists, then we say that the function
f(z) is differentiable at x = a. The function f(t) = t*+*—1, for example,
is differentiable at ¢ = 0.

Example 2.8.
Where is the absolute value function differentiable?
Recall that the absolute value function is defined piecewise:

z = ifxz>0
|z =¢ —z = ifz <0
0 =ifz =0

Since this function is defined by two rules, let’s first consider
what happens in the ranges where each of these rules applies.




CHAPTER 2. DIFFERENTIATION

If @ > 0, then |a| = a. The derivative is then:

K Al ol
dr|,_, h—0 h
—lim 2T ¢ iallnds
h—0 h

=lim1
h—0

=1
If a < 0, then |a| = —a. The derivative is then:

d . |la+h|—|dl
41 |z =lim 2T 1A
dx r—a h—0

(et h) — (=)
h—0 h

et —a—h+a

= o0 h

= lim —1
h—0

=—1

So at this point we see that |z| is differentiable at all points except
possibly at z = 0. We still need to determine
lim —|O +hl— [0 = lim M
h—0 h h—0 h
Let’s try to calculate this limit by looking at the left- and right-hand
limits:

|h . h
hlg(% h hli>r(l)l+ ho 1
—h
T L B T

Since the left- and right-hand limits disagree, the limit does not ex-
ist. Hence |z| is not differentiable at x = 0.

84
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Example 2.9.
Is the function below differentiable at z = 2?
z?  ifx>2
f(x)—{ —z ifx<1

We need to determine if the limit

e+ - /)
h—0 h

f2+h) - f2)

L
hggl+ h
B (2+h)?—22
- h—0t h
. 44+4h+h% -4
= lim
h—0+ h
= lim (4+ h)
h—0*
=4.
L f@HR) — £(2)
h—0— h
o —@R) = (=2)
h—0— h
~ im —2—h+2
o h—0— h
= li —h
e ()
=—1.

differentiable at z = 2.

exists or not. Again, let’s consider the left- and right-hand limits:

Again, the one-sided limits disagree, and so the function is not

These two examples illustrate the two most common ways for a func-

tion to fail to be differentiable.

Recall that we said last time that the derivative f’(a) represents the
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slope of the line tangent to y = f(z) at the point (a, f(a)), and we said
that a tangent line was the line that best approximated the function near
the point. Saying a function is differentiable thus means the function can
be approximated by a line. Two ways this can screw up is if the graph of
the function has a sharp corner (as with |z]), or has a break in it (as with
the second example).

Theorem 2.1.
If f is differentiable at x = a, then f is continuous at © = a.

Proof.
We need to show that lim,_,, f(z) = f(a), or equivalently

lim (f(x) — f(a)) = 0.

T—ra

It will be convenient to use our earlier definition of the derivative
for this:

lim (f(z) = f(a)) =lim (f(z) —f(a))i:a
:igw-(x—a)

_ (lim M) : <lim (x — a))

r—a xr— Qa r—a
=f'(a)-0
=0
= lim f(z) =f(a)

Tr—a

and thus the function is continuous. ]
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Corollary 2.2.
If f is not continuous at x = a, then f is not differentiable at x = a.

Example 2.10.
The function f(z) = —%; is not differentiable at » = 2 since it is not
continuous there.

The Derivative as a Function

If a function is differentiable at every point where it’s defined, we say the
function is differentiable. If a function is differentiable, then for each z
in the domain of f(x) we can associate the number f’(z). That is, we can
we think of the derivative as a function called (surprise, surprise), the
derivative of f(z). This function is denoted in several ways:

d d
P, L or

Sometimes when discussing the graph y = f(z) we will also denote the

derivative as
y' or &y
dzx

Notice this function f’(z) is defined as a limit at each point:

fa) — i SO = )

h—0 h

Example 2.11.
If f(z) = 42* + 2z + 1, what is f/(z)?
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fz+h) - f=)

88

f'(z) =lim
h—0
. A+ h)P+2x+h)+1—(4?+22+1)
= lim
h—0 h
42?2 4+ 8xh+4h? + 2z +2h+1 — 422 — 22— 1
= lim
h—0 h
8xh + 4h% + 2h
= lim
h—0 h
=lim (8 + 4h + 2)
h—0
=8x + 2.
Example 2.12.

Differentiate /x:

—+/ 2 =lim x—i—h—\/i
dx h—0 h

Ve+h—vz va+h+Va

~ 0 h Vi+h+x

: (x+h)—x
= lim

h=0 h (v + h+ /)

1

=lim ———

h=0 \/x + h + /z

1
NG

Example 2.13.
Differentiate the constant function f(z) = ¢
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Higher-Order Derivatives

If f(x) is differentiable, then we can consider the derivative function
f'(x). But since this is a function, we can ask about its derivative. This
is called the second derivative of f(x) and is denoted in a few different
ways. The most common notations are
d*f
"(z), and —=.
(@), and 4

The derivative we talked about before, f'(z), is sometimes called the first
derivative.

Example 2.14.
Let f(z) = 6% + 322 4+ 22 + 1 and calculate f”(z).

The first thing we have to do is find the first derivative, and then
we differentiate once more to get the second derivative.

6(z+h)>+3(x+h)?2+2(x+h)+1— (623 +322+22+1)

; )
fi(a) = lim -
— lim 623 + 1822h + 18zh? + 6h3 + 322 + 6xh + 3h% + 2z + 2h + 1 — 622 — 322 — 22 —
h—0 h
— hm 1822h + 18zh? + 6h3 + 6xh + 2h
h—0 h

=lim (18 + 18zh + 6h” + 6z + 2)
h—0
=18z + 6z + 2
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Now we take the derivative of f'(z) to calculate f”(z):

2 . 2
() = lim 18(z + h)* + 6(x + h) + 2 — (182° + 62 + 2)
h—0 h
. 182% 4+ 36xh + 18h* 4 62 + 6h + 2 — 182° — 62 — 2
= hno h
36xh + 18h? + 6h
= 11m
h—0 h
= lim (362 + 18h + 6)
h—0

=362 + 6.

We take the derivative of the derivative to determine the second deriva-
tive of f(z). We could then differentiate f”(x) to calculate the third deriva-
tive of f(z), denoted

f"(x) or d?’_f
dx?’
We could differentiate yet againf or the fourth derivative,

d*f

dxt’

f////(x) or

and so on.

In general, the n-th derivative of f(z) is obtained by differentiating
f(z) n times. We of course don’t write out n primes if n is large. Instead
we write

" f

(n) -4
[ (zx) or g

Any of these derivatives (second, third, fourth, etc...) are called higher-
order derivatives of f(x).

Velocity and Acceleration

We discussed last time that the derivative of position is called velocity.
We can also talk about the derivative (instantaneous rate of change of
velocity) which is called acceleration.

Example 2.15.
The Empire State Building is 381 metres tall. If a stone is dropped
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from the top of the Empire State Building, its height above the ground
t seconds after being dropped is

f(t) = —4.9t* + 381

When does the stone hit the ground? How fast is the stone going
when it hits the ground? How quickly is the stone accelerating?

The first question is really an algebra question: we want to know
when the height of the stone is zero:

—4.9t24+381=0
— 4.9t> = 381

:>t2—@
4.9

1381
— = E ~ 8.81sec

The velocity of the stone at any given moment is f'(t):

, . —4.9(t+ h)? + 381 — 4.9t — 381
f(t) = lim -
. —4.9t? — 9.8th — 4.9h + 381 — 4.9¢> — 381
h—0 h
0 —9.8th — 4.9h?
> A h

The velocity when the stone hits the ground is thus

£/(8.81) ~ —86.34?.
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The stone’s acceleration is

f'(t+h) = f'(1)

" 1
() = fim 7
i —9.8(t +h)+ 9.8t
~hs0 h
m

Example 2.16.
Suppose the position of a particle at time ¢ is f(t) = ¢3 + t*. What is
the particle’s acceleration?

First we find the velocity:

) . fE+h) = f()
Ft) = Jim h

. (E+RP+(t+h)2 = — ¢

= h

. t3 + 3t2h + 3th? + h3 +t2 + 2th + h? — 3 — 2
h—0 h

. 3t2h 4 3th? + h3 + 2th
h—0 h

= lim (3t* 4 3th + h* + 2t)
h—0
=3t* + 2t.
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f't+h) = f'(#)

7 BRT
() = Jim 7
2 a2
~lim 3(t+h)*+2(t+h)—3t 2t
h—0 h
. 3t24+6th+3h2+2t+2h — 32 — 2t
= lim
h—0 h
. 6th+3h%+2h
= lim
h—0 h
= lim (6t + 3h + 2)
h—0

=6t + 2.

And we differentiate once more to get the acceleration:

93
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2.3 Derivative Rules

“Reeling and Writhing, of course, to begin
with,” the Mock Turtle replied, “and then the
different branches of Arithmetic: Ambition,
Distraction, Uglification, and Derision.”

LEWIS CARROLL
Alice’s Adventures in Wonderland

In this lecture we start to develop a set of rules which make calculat-
ing derivatives much simpler.

Derivatives of Constants, Constant Multiples, and Sums

We begin by recalling an example from the last lecture.

Theorem 2.3.
The derivative of a constant is zero.

Proof.
4 CC
dz°  hs0 h
=0.
O
Example 2.17.
d
—17=0
dz
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Theorem 2.4.
If cis a constant and f is a differentiable function, then

d d

@Cf(ff) = c—f(z).

Proof.

Example 2.18.
Suppose that f(z) is a function with the property that f'(x) = 622 +

va — 7. Then
%3]0(95) =182 +3vr — 7.

Theorem 2.5.
If f(z) and g(z) are differentiable functions, then so is their sum f(x) +
g(x) and

L (7@) + g@) = (@) + o @)
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Proof.
2 (1(0) + gla)) =i [C T80+~ (6 + 902)

i J@ TR = f(@) + @+ ) — ga)

h—0 h
v (fle+h) = flz)  gz+h)—g(z)
=) ( h + 5 )

. fle+h) = f(x) .. glz+h)—g(z)
= b e 7
=f'(z) + ¢'(z)

]

Corollary 2.6.
If f(z) and g(x) are differentiable, then so is their difference f(z) — g(x)
and

d

— (@) - 9(2)) = (@) — g'(2)
Proof.
% (f(z) — g(x)) :% (f(x) + (=1) - g(2))
d d
:%f(x) + %(_1)9(@
d d
=——f(@) + (1) 5-9(x)
— ’(x) = g/(m).
[
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The Product Rule and Derivatives of Polynomials

Theorem 2.7 (The Product Rule).
If f(z) and g(x) are differentiable, then so is their product f(z) g(z), and

< f(@)9(a) = F@)g(@) + fa)g (@)

Proof.
d%f(gj) gla) = lim f(z+h)g(z +hh) — f(@)g(=)
i J@ 9@ + k) = f2)g(x + k) + flz)g(z + h) — f(2)g(2)
h—0 h
o (b = f@) gla+ b) + £(3) (gla + B) = 9())
h—0 h
iy flz+ h})L — f(z) gle+h) + lim f(z) - glr + hi)l —9(z)
=f'(z)g(z) + f(2)g ().
O
Theorem 2.8.

If n is a positive integer, then

d
— " =ng"
dx

Proof.
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Consider the case when n = 1:

. rx+h—z
FTA =
=1
=1-2°

Now consider the case when n = 2:

d , d
=l-x+zx-1
=200

When n = 3:
d 4 d

—1? =—2zx.2°

dx dx
=1-22+2x-2z
=z* + 227

=312

More generally, if we’ve shown the rule applies for the integers
1,2,3,..,n—1, then we can show the rule also applies for n:

=1-z" ' +z-(n—1)z"2

=z + (n — 1)z

We are now able to easily calculate the derivative of any polynomial.

Example 2.19.
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4 (7m3—2x2+x— 1)
T
d d d d
_7 3 —9 2 —r—-—1
dx v dx T dxm dx
d , d , d d
=7—x° — 2— —r— —1
7dxx dwx + dxw dx
=7-322-2.204+1-0
=21z% — 4z +1
Example 2.20.
d d d d d
e (1002%" + 112 — ma® + ¢) :%1001:37 + %111:33 — %m@j + e
d d d
100 % 37 G 33 & o5 G
_100dxx +11dxx dex + dxe

=370023% + 363z — 27z

This is important enough that we should record it as a theorem:

Theorem 2.9.

d n n—1 2
= (cn:z + Cch 1T + -+ cox” + i+ co)

dx

=nc,z™ 4+ (n— Dep12™ 2+ 4+ 20z + ¢

Example 2.21.
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d 4 2 3
= (17z* — 62° + 3z) = 682> — 122 + 3

d

— (32"° + 142" — 62° + 72° 4 2° — 4z — 2)
9

=452 + 1402° — 5428 + 352 + 20 — 4

Note too that the product rule makes it easy to calculate the derivative
of a product of polynomials without first multiplying the polynomials
out:

Example 2.22.

%(3x5+6x2+2)~(:v7—:1:4+:c3—3x)
%(33:5—1—6:1:2—1—2) ~(x7—:c4+x3—3x)+(3x5+6x2+2)- %(m7—x4+x3—3x)
:(15x4+12x) . (x7—x4—|—x3—3x) + (3$5+6I2+2) . (7x6—4x3+3x2—3)

The Quotient Rule

Theorem 2.10 (The Quotient Rule).
Suppose that f(x) and g(x) are differentiable, then so is L% and

9(z)
4 f@) _ g@)f'@) — f@)d @)

dz () (9(x))*

Proof.
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d f(z)
dz g(x)
St ~ 30
_ 1 g(z+ glx
hlg%) h
flat+h)  g(z) _ f(z)  g(zth)

glz+h) g(@)  g(x) g(z+h)

i R
fa+h)g(z)—f(z)g(z+h)
iy 9@t
h—0 h
o fa W) — f@gla +h)
h—0 hg(z)g(z + h)
o flat hg(a) — f)g(e) + F@o(z) — f@)ala +h)
h=0 hg(z)g(z + h)
_ Thm g(z) (f(x +h) — f(x)) + f(z) (g(z) — g(z+ h))
h=0 hg(z)g(z + h)
i 92) (F@ 4 1) — f(2)) — f(2) (g9(z + h) — g(2))
h=0 hg(z)g(x + h)
limy_ |g(z) - w — f(x)- 9(w+h})L—g(m)

limy, 0 g(z)g(x + h)
g9(x)f'(x) — f(x)g'(x)
g(x)?

101

There is a nice mnemonic for remember the quotient rule: “lo-de-hi

minus hi-de-lo, all over low squared.”

Example 2.23.
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da?+20—1 Br+1)L@*+22-1)—(®+20—-1)LBz+1)
dr 3z+1 (3z +1)?

Bz+1)-(2x+2)—(2®+2x—1)-3

B 922 4+ 6z + 1

_62°+ 6z 422 +2— 32 — 6 +6

B 922 + 6 + 1

 32°+2x 438

972+ 67 + 1

We won’t be able to prove this rule until we talk about the chain rule
later, but it’s good to go ahead and make note of it so that we can use it:

Theorem 2.11 (Power Rule).
For any real number a,

d a a—1
—x% = ax
dx
Example 2.24.
d - d 115
_ =—2x
dx dx
1
:51‘71/2
1
PN
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Exponentials and Logs

The derivative of the exponential function, e, and the natural logarithm,
In(z), are given by the following;:

d r __
dme °
d 1

Example 2.25.
Compute the derivative of e**.

T

We can compute this using the product rule since ¢** = e” - €7,
d d
g2z . e
dx

%6
_ iex €% 4 e® iea:
- \dx dx
=e"-e"+ev-e”

— e?a: + 62:{:

= 2¢%%,

(We'll see another way to compute this derivative later using the
chain rule.)

Example 2.26.
Compute the derivative of log,(z).
Recalling that we can compute logs of other bases in terms of the

natural log using

log,(z) = n(a)’
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we can compute the derivative as follows:

d In(z)

| =
dx 082(7) dx In(2)
1 d

zln(2)

n(2) 4z )
1

104
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2.4 Derivatives of Trig Functions

Difficulties strengthen the mind, as labor does
the body.

SENECA THE YOUNGER

The Six Trig Functions

There are six trigonometric functions, but the two most important ones
are sine and cosine. Recall that sine and cosine are defined as follows.
Given the unit circle (a circle or radius one centered at the origin), pick
any number z. Draw a line segment from the origin, up at angle x from
the positive z-axis until intersecting the unit circle. By definition, the
z-coordinate of this point is cos(z), and the y-coordinate is sin(x).

Notice that sin(z) and cos(z) are the horizontal and vertical sides of a
right triangle with hypotenuse 1. By the Pythagorean theorem we have

sin?(x) + cos?*(z) = 1
which implies
cos’(r) =1 —sin’(z) and sin*(z) =1 — cos*(z).

The other four trig functions are defined as

i 228
sec(x) :CO:(:C)
-2

One helpful identity is the following;:
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Theorem 2.12.

sin(a + ) =sin(«) cos(B) + sin(B) cos(a)
cos(a + ) = cos(a) cos(f) — sin(a) sin(/3)

A Useful Limit

Before differentiating the trig functions we need to justify one limit that
will be helpful:

Theorem 2.13.

lim cos(x) — 1 _
x—0 x
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Proof.

- cos?(x) — 1
20 z(cos(x) + 1)
. —(1 — cos?(x))
z—=0 x(cos(z) + 1)
i = sin?(z)
z—0 z(cos(x) + 1)
_Tm sin(x) - sin(z)
20 x(cos(z) + 1)
sin(z)  sin(x)

= — lim .
e=0  x  cos(z) +1

_ (iiHé Sinﬁ) | (iiﬁé ﬁ)
=—1-0

=0

Derivative of Sine, Cosine, and Tangent

We are now in a position to differentiate the trig functions.

Theorem 2.14.

. sin(x) = cos(x)
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Proof.
, .. sin(x + h) — sin(z)
o) =i
. sin(z) cos(h) + sin(h) cos(x) — sin(x)
= lim
h—0 h
. sin(z) cos(h) — sin(x) + cos(z) sin(h)
= lim
h—0 h
— im (sm(w) cos(h) — sin(x) N cos(z) s1n(h)>
h—0 h h
o cos(h) —1 | sin(h)
= }lllir(l) sm(x)T + }l}_}ﬂé cos(x) ?
=sin(x) - 0 + cos(x) - 1
= cos(z)

The proof of the following theorem is very similar to the previous
proof and is left as an exercise:

Theorem 2.15.

. cos(z) = —sin(z).

Theorem 2.16.

. tan(z) = sec?(z)
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Proof.

itan(m) d sin(z)

~ da cos(z)

:cos(:v)ﬁ sin(z) — sin(z) £ cos(z)

cos?(x)
:cos(a:) cos(z) — sin(x) - (— sin(x))

cos?(x)
:COS2(I’) + sin’(x)
cos?(x)
1
cos?(x)

=sec? ()




CHAPTER 2. DIFFERENTIATION 110

2.5 The Chain Rule

The calculus is the story this the Western world
first told itself as it became the modern world.

DAVID BERLINSKI

Using our derivative rules we are now able to easily differentiate sev-
eral different types of functions. However, there are still some functions
we can't easily differentiate, such as

2
. 3 2 xr +1
sin (z° +4x" 4+ x or _
( ) V ozt +2

Addition there are some functions that we can apply our rules to in prin-
ciple, but doing so might be very difficult. For example, we could differ-
entiate

(42 +2)¥

using our current rules, but we would first have to expand (4z + 2)*
which is certainly do-able, but extremely tedious.
Today we will discuss the chain rule which will allow us to easily

calculate the derivatives above.

The Chain Rule

Theorem 2.17.
Suppose that f(x) and g(x) are differentiable. Then the composition f(g(x))
is also differentiable and

< o) = f(o(=)) 9 (@)

Before proving the chain rule, let’s use it to differentiate the three
functions mentioned above.
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Example 2.27.

In the first example, sin (z* + 42? + ), our outer-most function is
sin(x), and the inside function is 2 + 42* + z. Using the notation
above, f(x) = sin(z) and g(z) = 2 + 42* + x. The chain rule then
gives us the following;:

%sin(x3+4x2+x) :COS(ZL‘S—I—4ZL‘2+I)-%<$3+4ZL‘2—|—1‘)

= Cos (933 + 422 + :E) . (3932 + 8x + 1)

Example 2.28.

In our second example, ii—g, the outside function is f(z) = /x

and the inside function is g(z) = &%L.

442
d [»2+1 1 dz?+1
deV zt+2 o [wa dvat+2
442
1 (zt 4+ 2)22 — (2% + 1)423
2,/54 (e 27

Example 2.29.

The polynomial (4 + 2)* we could differentiate by expanding, but
that’s extremely annoying to do. Instead, we can take advantange
of the chain rule where our outer-most function is f(z) = x3° and
the inner function is g(x) = 4z + 2.
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d
— (4z + 2)* =39(4z + 2)% - 4
X
=156(4x + 2)*

Example 2.30.

Let’s consider one more example where we will invoke the chain
rule multiple times:

d 3 4 3 2
%cos<\/7x + 23 — 8z +2>

= —sin (\?’/71:4+x3—8.11:2+2> .

(7:U4 + 23— 822 + 2)1/3

dx
1 _ d
:—sin<\3/7:1:4+a:3—8x2+2)-§(7x4+x3—8x2+2) 2/3-d—(7x4+:c3—8w2+2)
T
1 2
= —sin (\3/7x4+x3—8x2+2> -§(7x4+x3—8x2+2) /s (28x3—|—3x2—16x)

Now that we’ve seen how to use the chain rule, that’s prove that this
rule actually holds:

Proof of the chain rule.
Writing out the limit definition of the derivative of f(g(z)) atz = a
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we have

b—a b—a
_ i F90®) — f9(a))  g(b) — g(a)

b—a b—a g(b) — g(a)
iy F9®) = f(9(a) g(b) — g(a)

b—a g(b) _ g<a) b—a
(i F®) = fg@)Y (4. 9(b) — g(a)
-(m T e ) (= 25=22)
_ (i L) = flg(@) )

(Il)—m g(b) _ g(a) > g ( )

Now, as g is differentiable it must be continuous. That is, when b is
near a, g(b) is near g(a). Write h = g(b) — g(a), and notice that as
b — a we have h — 0 and we may write the above as

1o 16(@) + 1) = f(g(@)

h—0 h

+g'(a) =f"(9(a))g'(a)

Derivative of an Inverse

We say that a function f(x) is one-to-one if no two outputs of f(z) are
the same for two different inputs. That is, if f(b) = f(a), then b = a.
Graphically, this means the graph of the function y = f(z) passes the
horizontal line test. The function f(z) = z? is one-to-one:

f(b) = f(a)
— b’ =a
=— b =a.

The function f(x) = z? is not one-to-one:
f(0) = f(a)

= b =a’

— b= *a.
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If a function is one-to-one then it has an inverse: a way of convert-
ing outputs back into inputs. For example, f(z) = 6x + 5 has inverse
g(z) = 2. That f(x) and g(z) are inverses is expressed by the following
equations:

flg(z)) ==z and g¢(f(z)) ==

We can easily verify both of these equations in this example:

Theorem 2.18.
If a function has an inverse, its inverse must be unique: there can’t be two
different inverses for f(x).

Proof.
Suppose g1(z) and g2(z) were two inverses for f(z). We then have

flgi(z)) =
gi1(f(z))

= f(g2(z)) for all z, and

x
x = go(f(x)) for allz.

Thus
91(f(g1(z))) = g1(z) and g2(f(g2(7))) = ga()
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but as g1(f(x)) = g2(f(x)), we must have g1(z) = ga(2). 0

Since the inverse of a function must be unique, we sometimes write
f7!(x) to denote the inverse of f(xz). This is not 1/f(z)! For example, if

f(x) = ¥z, then [~ (x) = 2% not .
Thus an inverse f~*(z) of f(x) satisfies the following equations:

f(f (@) =z and f7H(f(z)) = z.

We can use these equations together with the chain rule to determine the
derivative of an inverse.

Theorem 2.19.
If f(x) is differentiable and one-to-one, then the inverse of f(x) is differen-
tiable and

d ., . 1
& O )
Proof.
(@) ==
d . d
Ll @) =—
— L @) =1
— (@) ) =1
d ., 1
o O )
]

S S
cos(arcsin(z))

The derivative of arcsin(z) is thus given by



Applications of Derivatives
3.1 Implicit Differentiation

Mathematics is less related to accounting than
it is to philosophy.

LEONARD ADLEMAN

In this lecture we’ll discuss a very useful tool for differentiating cer-
tain types of functions which are defined implicitly.

Implicit and Explicit Functions

Most of the functions we’ve seen in this class have been defined explic-
itly: that is, we specify a “rule” for converting an input z into an output
f(x). All of the functions below are examples of such explicit functions:

f(z) =62° — 3z + 4
g(z) =sin (2 + 2)

h(z) =— — Ve

tan(z — 2)

These are all examples of explicitly defined function because they tell us
exactly how the function transforms its input = into an output f(z), g(x),
or h(z).

Functions which are defined implicitly are given by some property
they must satisfy, instead of saying how to convert inputs into outputs.
For example, consider the function f(x) satisfying the following relation-
ship:

F2) — f(@) = f(z) —

When we write an expression like this we're defining f(z) implicitly.
We're saying that f(z) has to satisfy some particular equation, instead of
saying how f(z) should convert inputs into outputs.

116
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As another example which might be more familiar, consider the func-
tion f(x) which satisfies the following equation:

f(x)? +a2*=1.

In an example like this we might try to solve for f(x) algebraically to
determine the “rule” for converting inputs to outputs:

fx)?+2*=1
= f(z)? =1— 27
= f(z) = V1 — a2

Notice that there are two different functions satisfying our rule: if we
want a function f(x) satisfies

fl@) +a* =1,

then we can take f(z) be either f(z) = V1 — 22 or f(z) = —v1 — a2
This is a general phenomenon when we’re dealing with implicit func-
tions: there may actual be several different functions satisfying the given
equation.
Graphically, if we graph the set of solutions to an equation like

y2—|—x2:1

then what we get is not the graph of a function if the graph fails the
vertical line test. However, if we only focus on a small portion of the
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graph at a time, then we may find that there are functions which give
pieces of the graph. In the case of the circle, we just saw that we can
think of the circle as being given by the graphs of two functions: one
for the positive square root (the top half of the circle), and one for the
negative square root (the bottom half of the circle).

In the case of our earlier example,

f@) = f(z)=fla) =

if we plot all of the solutions to
Yy —y=y—u

we do not get the graph of a function. However, if we look at small
enough pieces of this graph, then we do get the graph of a function. This
indicates that there are actually three different functions that satisfy the
equation
f(2)* = fa) = f(2) — 2

Solving for f(z) algebraically in this example is not too difficult, but also
not quite as easy as solving f(z)? + 22 = 1 as before. In other more
complicated examples, it may not even be possible. Despite this, we may
still want to differentiate these implicitly defined functions — even if we
can’t solve for them explicitly. Graphically this corresponds to finding
the slope of a tangent line to a curve such as

Y —y=y—x or y4+a’=1

To do this we use a technique called implicit differentiaton.

Implicit Differentation

Suppose that we wanted to compute f’(z) where f(z) is given implicitly
by the equation
f(x)?> +2*=1.

We could of course do this by first solving for f(x) in this example, but
let’s consider another approach.

Given any equation (of differentiable functions), we could differenti-
ate both sides of the equation to get a new equation. In the example at
hand,

flx) +a* =1

(Fl@)+2%) = L1

— dx

a
dx
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The right-hand side is easy to differentiate: it’s just -1 = 0. But how
should we differentiate the right-hand side, in particular the f(z)? term?
Well, by the chain rule, we know that the derivative of f(z)? must have
the following form:

d 2 /
I @) =2f(@) - f'(@).

We don’t know what f(x) necessarily, and so we don’t (yet) know what
f'(z) is, but that’s okay. Continuing,

f(x)2+x2—1
L (fp ) =

X
=>2f( )f'(x) + 22 = 0.
Notice we can now solve for f’(z)!

2/ (2)f (&) + 22 = 0

—2x T
—> — .
=550 = 5w
So, if we have an implicitly defined function, its derivative is also implic-

itly defined!

This may not sound very useful at first: you may think “well, if we
don’t know what f(x) is, we still don’t know what f’(z) is since f'(x)
depends on f(z).” This is true, in the sense that we don’t have an explicit
formula for f'(z), however let’s see an example of why this is useful.

Example 3.1.
Find the equation of the line tangent to y* + z* = 1 at the point

(V3/2,1/2).

Writing f(z) in place of y we have the equation

f(x)® +2* =1

As we just saw, the derivative of this function satisfies the following
equation:

Even though f(z)? + 2% = 1 doesn’t give us a single function, each
point on y* + 2 = 1 lives on the graph of some function, whatever it
is. In particular, for some f(z) satisfying the equation f(z)?+z* =1,
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we have x = V32 and f (v3/2) = /2. Thus

f (V3f2) = —% — /3.

This means the slope of the tangent line has to be —/3!
Thus the equation of the line tangent to the circle y* + 2> = 1 at
the point is

y—lp=—V3(x—3p).

Usually when we do a problem like this, we don’t bother to write
f(x): instead we just use y, and write j—g in place of f'(z). So to differen-
tiate the equation y? 4+ z? = 1 we have

4+ a? =1

The important thing to realize here is that we're just doing the chain
rule.

Example 3.2.
If  and y satisfy the equation y* — y = y — z, find j—g.
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Yy -y=y-—uw
dy dy dy
2______

=3 de dx dx
dy _dy
P2 92 — 1
— 3y dx dx
dy
g — =l
:>(3y )dx
y 1
de 3y —2
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Example 3.3.
the point (0, v/2).

By our previous example, we know
dy_ L
dr  3y2—2

If wepluginz =0and y = V2 in, we have

dy 1

de 4

Thus the equation of the tangent line is

1
y—vi-—Ls

Find the equation of the line tangent to the curve y® —y = y — z at

Example 3.4.

Find the equation of the line tangent to the hyperbola 2 — y? = 1 at

the point (3, —/8).
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Again, we first find g—g:

w2 —y? =1
d
— 20— 2y =1
dx

d

— w19
dx

dy 2x—1

dr vy

So at the point (3, —/8), the slope of the tangent line is %g/ and

the equation of the line is

5
y+ V8=

_\/g(x_g)

Example 3.5.
Find all the z-coordinates of points on the curve

%08 4+ 3% — o = 2t — 22°% + 22

where the tangent lines are horizontal.

The tangent line will be horizontal when its slope is zero, so we
need to find the points where % = 0. First we find Z_Z:
23 + 42 — 9 = a2 — 223 + 22

d d d
= 6y2£ + 2yd_i — 5y4£ =4z’ — 62> +

dy  4a® —62% 4z
dr  6y%+ 2y — 5yt

If this is to equal zero, then the numerator must equal zero:

42° —62° + 2 =0
— z(42®> — 62+ 1) =0
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So either z = 0, or 422 — 62 + 1 = 0. To solve the second equation,
we use the quadratic formula:

6+ /36 — 16
r=—
8
_6+£v20
-8
6256
8
3= +/5
4
So this curve will have horizontal tangent lines when z = 0, z =
:7\/7 o q f
3¥0 and x = X2,
Example 3.6.

Sometimes we can use implicit differentation in unexpected ways.
For example, suppose we wanted to differentiate

y = tan"'(x).

We saw how to do this earlier in the semester using the chain rule,
but if you had forgotten the rule, you could actually figure this out
with implicit differentation as follows:

y = tan'(x)
— tan(y) ==

— d tan(y) =
dz 2

dy
2 — =

= sec”(y) o
dy 1 1

dr  sec?(y)  sec?(tan~'(z))’

%x
1
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Logarithmic Differentiation

Sometimes we can use implicit differentiation to help us differentiate ex-
plicitly defined functions. In particular, derivatives of functions with lots
of products and quotients can be made simpler by first taking the log
of the function. This turns products into sums and quotients into differ-
ences which are much easier to differentiate.

Example 3.7.
Find the derivative of the following function:
x sin(x)
2 +2x — 1

We can differentiate this function using our previous differenti-
ation rules, but we can also avoid having to apply the product and
quotient rules by taking the log of the function. In particular, if we
write

B zsin(z)
YTV -1
then the derivative we want to calculate is %. Taking the log of both
sides of the equation above gives us

xsin(x g
x2—|—2x— 1
( x sin(x

In
1:2—|—2:c—1

1
"3
_ 1 (In(z) + In(sin(z)) — In(2? + 22 — 1))

Now we can differentiate both sides of this equation without using
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any product rules or quotient rules,

In(y) = % (In(z) + In(sin(z)) — In(z* + 2z — 1))

= - In(y) = 723 (In(z) + In(sin(z)) — In(z* + 2z — 1))
ldy 1(1 cos(x) 2r + 2
yds 3 (z* sl x2+2x—1)

:>@: 1<1+COS(ZL‘)_ 21 + 2 )
dz '3\ sin(z) 2?42z —1

dy 1,/ xsin(x) 1 cos(z) 2z +2
de  3Va?4+2r—1\z sin(z) 224+2z-1

As another example of using this trick, we can take logs to pull expo-
nents down. This is helpful if the exponent is a function of = instead of
just a constant:

Example 3.8.
Compute the following derivative:
d
% Sin(x)cos(z)

We again write
Yy = sin(x)cos(m)
and so we want to find 2. Taking logs of both sides of the equation
gives us
In(y) =1In (sin(x)cos(x)) = cos(z) In(sin(x))
we now differentiate both sides to obtain

cos(x)

Ly
sin(z)

;das

= —sin(z) In(sin(z)) + cos(z) -
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Ccos

Solving for g—g, and keeping in mind y = sin(x)°*®, gives

&y _ sin(z)°*@® . (cos(z) cot(z) — sin(z) In(sin(z))) .
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3.2 Related Rates

Experience has shown repeatedly that a
mathematical theory with a rich internal
structure generally turns out to have
significant implications for the understanding
of the real world, often in ways no one could
have envisioned before the theory was
developed.

WILLIAM THURSTON

Examples

Sometimes there will be a quantity whose derivative you're interested
in, but you can’t measure the quantity directly, though you might be able
to measure a related quantity. We can then use the related quantity to
calculate the derivative we care about — this trick is really just the chain
rule, but in this context such problems are called related rates.

Example 3.9.
Suppose we blow air into a balloon at a rate of 50 cubic inches every
second. How quickly is the radius of the balloon changing in gen-
eral? (Assume the ballon is a perfect sphere.) How quickly is the
radius changing when the radius is 3 inches? 4 inches? What about
when the volume is 232" cubic inches?

We want to know one particular quantity, rate of change of the
radius, but what we have is a different (though related) quantity:
rate of change of the volume. That is, we know % = 50, but we

want to find 2. However, V can be expressed in terms of r:

V = Zmrs.
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If we take % of both sides we have

4
V:§7T7“3
d d4 4
=@ T a3

Notice when we differentiate the right-hand side we’ll do implicit

differentiation: r is a function of time, but we don’t know that func-
tion explicitly.

V= gm“g'
d
e T
Now we can simply solve for 4:
dr _ V/a
dt  4mr?’

and we already know that 4~ is 50, so

dr .
— = 13 inches per second

When r = 3, the radius is increasing at a rate of

dr
dt

20

= ~ (.442inches per second.
., 36r o

When r = 4, the radius is increasing at a rate of

¢
dt

50

= ~ (0.249inch d.
o inches per secon

Our formula here depends on us knowing r. So to find 2 when
the volume is V = 217

5, we need to find the corresponding r. Going

128
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back to V = 4/smr®, we have

So when the volume is 237, the radius is 2, and the rate of change
of the radius is

dr 50

dt r=9/4 N 81 /s ~ (.789%inches per second.

This example illustrates the key idea behind related rates problems:
there’s a rate of change (derivative) you care about, but you're given
something that’s different. Try to relate the two quantities (the one you
care about, and the one you're given) with an equation, then use implicit
differentiation to find the rate of change.

Example 3.10.
Suppose a particle moves along the curve zy = 1, and when it
reaches the point (2,1/2), suppose the z-coordinate is increasing at
a rate of 3. How quickly is the y-coordinate increasing?

We know £ and want to find %, but we know the two quantities
are related by zy = 1. Differentiating both sides gives

Ty =
N d d
T
dx dy
———>x@—— d—$
at ~ Vat
dy —ydx
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We now pluginz =2,y = 1, and % = 3 to obtain

dy B —1/ 5 =3
At | (4 4)=(2.112) 4

Example 3.11.
Consider a cylindrical tank of radius 7 feet which is being filled with
water at a rate of 15 gallons per minute. How quickly is the height
of the water rising?

We're told 2 = 15 and want to find 2. So we need a formula
relating the height of a cone to its volume, but the volume of a cone
of height i and radius 7 is

V = nr2h.
In our situation r = 7, so we have
V = 497h.

Differentiating both sides gives

dV dh
b o Pt
T
and we know % =15, so
dh_ 15
dt 497

Example 3.12.

Consider a boat being pulled into a dock which is 3 feet above the
surface of the water. If the rope used to pull the boat in is being
reeled in at a rate of 2 feet per minute, how quickly is the boat ap-
proach the dock when 5 feet of rope is let out?
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Consider the right triangle whose height represents the dock
three feet above the water, and whose base is the distance of the
boat from the dock —let’s call this b. The hypotenuse of this triangle
represents the length of rope let out, let’s call this r.

By the Pythagorean theorem,

r=v9+ b2
We know £ = —2 and want to find 2 when r = 5. So, we differen-
tiate both sides of our equation above:
r =9+ b2
dr 1 db db dr 2v9+1?

— = —.2bh— — —=—"
dt  2/94+0b2 dt dt dt 20

We know that ¢ = —2. When r = 10, the Pythagorean theorem tells

us

5 =149+ b2
= 25 =9+
— 12 =16

— b=4 (Note b = —4 makes no sense in this problem.)

Now plugging this into the above we have

@__2 29 + 16
dt 8
10 5
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3.3 Linearization & Differentials

The beauty of mathematics only shows itself to
more patient followers.

MARYAM MIRZAKHANI

As we've said before in class, the whole idea behind calculus is to take
hard problems and make them simpler by approximating with some-
thing that’s easier to work with. One of the best examples of this occurs
with linearization, which is the idea that we should approximate compli-
cated functions with simpler ones and in particular with linear functions.
This idea has had, and continues to have, a profound impact on applica-
tions of mathematics. If you've ever wondered how it is a computer or
calculator is able to compute cos(22.091) or v/16.29, then you may be sur-
prised to learn that the answer relies on calculus.

Motivation

If you think about the mathematical procedures that you can “really” do,
the things that you can in principle sit down and work out with pencil
and paper, you may come to the realization that you only know how
to do four things: add, subtract, multiply, and divide. Of course, you
can do some other things like square or cube a number, but this is just
multiplication applied several times. Other operations — even ones as
simple as taking square roots! — are much, much harder to do by hand.
Without a calculator there are probably only a small handful of numbers
whose square roots you can actually calculate: things you can actually
work out the answer to with just a pencil and paper.

A computer is no different. Computers are programmed by people,
so if the computer is about to determine the square root of 384.193, then
someone had to tell it how to do that. And computers don’t posess some
magical computational ability that you don’t: when you get down to the
nuts and bolts of it, a computer can also only add, subtract, multiply, and
divide. This is meant quite literally, by the way. In terms of what the
hardware of a computer is actually able to do there are special circuits
that use combinations of logical operators (AND, OR, NOT) to do arith-
metic with numbers represented in binary (base 2). In some sense you
are actually much better at arithmetic than a computer: a computer only
has a finite amount of space to store numbers, but in principle there’s no
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actual limitation on what a person with pen and paper can do (even if
there are serious practical limitations).

So, this still begs the question: if you can only add, substract, mul-
tiply, or divide, how is it that you're supposed to compute a quantity
like tan—(v/17 + 37)? In terms of the functions you can build with the
four arithmetic operations —i.e., the functions you can actually evaluate
—all you have are rational functions: these are things built from addition,
subtraction, multiplication, and division. In fact, for what we’re going to
do today we're going to replace complicated “transcendental” functions
with about the simplest type of function of all: a linear function. A linear
function, by the way, is just a function whose graph is a line. So it’s a
function that looks something like

f(x) =ax+0.

Notice that to evaluate such a linear function we only need to be able to
multiply and add.

Linearization

The whole idea behind derivatives is that if a function is differentiable,
then it can be well approximated by its tangent line — at least for a little
while. The whole theory of derivatives is basically cooked up to make
this precise, but this is the key idea: if a function is differentiable, then
we can approximate it with its tangent line which is given by a linear
function.

To approximate a function like sin(z), for example, what we should
do is compute tangent lines near the z-value we want to evalute. If we
wanted to approximate sin(0.123), then since 0.123 is close to 0 and since
we can evaluate both sine and its derivative exactly at x = 0, we can use the
tangent line to y = sin(z) at x = 0 to help us approximate sin(0.123).

Example 3.13.
Use the equation of the line tangent to y = sin(z) at z = 0 to approx-
imate sin(0.123).

First let’s calcualte the tangent line. Since the derivative of sine
is cosine and cos(0) = 1, the tangent line is

y=x.
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That is, for z-values near 0 we have that
sin(x) ~ .

And so we compute that sin(0.123) ~ 0.123.

For the sake of comparison, if you plug sin(0.123) into a calcu-
lator it'll come back with something like 0.12269. This means two
things: our approximation to sin(0.123) was actually pretty good,
and the calculator is using a slightly different method of approx-
imating sin(0.123). If you take the second semester of calculus in
the spring you’ll actually learn exactly the approximation technique
that the calculator is using, which is called a Taylor polynomial, but
you have to built up a little bit more calculus first. What we’re doing
now is basically the first step towards Taylor polynomials.

Example 3.14.
Use the equation of the line tangent to y = /= at 2 = 4 to approxi-

mate v/4.03.
Since 7/ = 5=, the slope of our tangent line will be ;°- = ;.
The actual equation of the tangent line is

1
y—QZZ(a:—LL).

Let’s write this in slope-intercept form, just so it has the shape of
y = (o)

1
y:Z(:E—4)+2.

Now, if we plug = = 4.03 into this we have an approximation to
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v4.03:

1
VA4.03 7 (4.03 —4) +2

0.03
=== 49
T

0.015
= -7
5 +

=0.0075 + 2
=2.0075.

Again, pluggint 1/4.03 into a calculator just for the sake of com-
parison gives us v4.03 ~ 2.007486. So a pretty good approxima-
tion!

In general, if we want to approximate f(a) when a is close to some
value ay where we can truly calculate f(ap) and f'(ag), we calculate the
tangent line to y = f(x) at the point (a, f(ao)), which is

y — f(ao) = f'(ao)(x — ap)

we then rewrite this in slope-intercept form,

y = f'(ao)(z — ag) + f(ao)

and use the function on the right-hand side as our approximation.
This function on the right is called the linearization of f(x) at © = ay
and is normally denoted L(z):

y = f'(ao)(x — ao) + f(ao),

-~

L(x)

and the idea is that for z-values near ao, f(x) ~ L(z).
Notice the linearization always takes the form

L(z) = f'(ao)(x — ao) + f(ao)

Example 3.15.
Calculate the linearization of f(x) = 3z% + 4z — 2 at z = 5 and use
this to approximate f(5.122).
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First we calculate the linearization:

L(z) = f'(5)(x — 5) + f(5)
So we need to know f(5) = 3-52+4-5— 2 = 93. To calculate f'(5)
we first calculate f'(z) in general:
f(x) =6z +4
and evaluating this at 5 gives f/(5) = 34. Hence our linearization is
L(z) = 34(x — 5) + 93.
If we plug in z = 5.122 we have

£(5.122) ~L(5.122)
=34-0.122 4+ 93
—4.148 + 93
—97.148.

Again, for comparison purposes, let’s double-check this with a
calculator which tells us f(5.122) is about 97.1926. So again we have
an okay approximation. When you learn about Taylor polynomi-
als later, howeve,r you'll see how to make this approximation even
better.

Example 3.16.
Use a linearization to approximate f(x) = % at the point z = 1.95.
We calculate the linearization at = = 2:
_2x2—x2—1 r?—1

f(x) = 2 - 2

T T

So f/(2) = 2, and f(2) = 2. The linearization is thus
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So

£(1.95) ~L(1.95)
3 5
=2(1.95-2) + 2

3
—10.05 +

5
2
3.1 .5
4 20 2
3 N 200
80 80
_203
80
=2.5375

For comparison, a calculator tells us the answer is 2.4628.

Example 3.17.

Approximate v/65 + v/65.
Notice that we know v/64 + v/64 = 4 + 8 = 12, so let’s base our
linearization at ay = 64. Here f(z) = /z + /x = 2'/* + /%, and so

1 1

At ayp = 64 we have
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Our linearization is thus
1
L = —(z—64 12.
(2) = 5(@—64) +
Thus
V65 4+ V65 ~L(65)
1
=—(65—64)+12
= ) +
1
=— +12
12 +
_1, 1w
12 12
145
12
~12.0833...
For comparison, a calculator tells us /65 + /65 is about 12.08298....

Differentials

Differentials give us another point of view of linearizations: they are es-
sentially the same thing as a linearization, but expressed differently.
Given a differentiable function f(x) and a value a where we can com-
pute the true values of f(a) and f’(a), we saw in the last lecture that for
“nearby” z-values, f(z) can be approximated by the linearization L(x),

L(z) = f'(a)(x — a) + f(a).

If we're doing several calculations of nearby z-values, then we certainly
don’t need to re-compute the function L(x) each time. For example, sup-
pose we want to approximate v/8.99 and 9.1. We can use the linearization

of f(x) =+/xrata=09:

L(x) = %(a: —-9)+3.

Plugging in 8.99 and 9.1 into this linearization, the only difference be-
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tween the two expressions for L(8.99) and L(9.1) is the quantity « — 9:

1 1
L(8.99) =(8.99 — 9) +3 = £(~0.01) + 3 = 2.998333...

£(9.1) :é(9.1 _9)+3— é(m) 43— 3.01666...
So, once we've determined the formula for our linearization, the only
thing that can change when we approximate nearby points is the factor
of x — a. This quantity represents how much our z-value has changed
from a, and so we’re justified in representing this quantity as Ax.

We could now reasonably write the linearization of our function as

L(z) = f'(a)Azx + f(a).

Since f(a) is the same for any quantity we compute with this lineariza-
tion, what we really care about is how much L(z) differs from f(a). If we
notice that L(a) = f(a), we could rewrite this as follows

L(z) = f'(a)Az + f(a)
— L(z) = f'(a)Az + L(a)
= L(z) — L(a) = f'(a)Az.

This quantity, L(z) — L(a) is really what we’re interested in: it tells us
how much our approximation changes as we change the z-value. Notice
too that this quantity is a change in y-values, so you might be tempted
to denote this quantity by Ay. However, the convention that has been
adopted is that Ay should mean the change in the true value of the func-
tion and not the change in the approximation. Since the Greek letter A is
already taken, let’s instead use the Latin letter d to write

dy = L(x) — L(a).

We could then write dy = f’(a)Az, but since we're adopting the con-

vention that we reserve A to mean the “true” change and d means the

“approximate” change, we will write dz in place of Az — although this is

exactly the same quantity. We thus arrive at the formula dy = f'(a)dz
So, in the example above where f(z) = v/ and a = 9, we have

1
dy = gdx.

This quantity is called the differential of f(z) = \/x at 9.
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Of course, we could have calculated this dy quantity at another place —
using something other than 9 — so we should really imagine that quantity
is variable, which is the z-coordinate of our original function, so let’s
continue to call it z.

We then define the differential of f(x) to be

dy = f'(x)dz.

(The notation df = f'(x)dx is also common and is also called the differ-
ential.)

There are a few things to notice about these differentials we’ve de-
tined. The first is that dy and dx here area actual numeric values: they’re
not just symbols. In fact, dy depends on dz: dy is a function of dz with dz
being an independent variable.

An interesting byproduct of our definitions is that if we divide both
sides of the equation dy = f'(z)dz by dx, then we have % = f'(z). This
isn’t simply a coincidence: by definition, f'(x) is a limit of changes in y-
values over changes in z-values. The intuition behind dy and dx is that
they should represent “infinitesimal changes” in x or y, and this is how
people like Newton and Leibniz originally thought about derivatives.
(There is a way to make “infinitesimal changes” precise, but discussing
it would take us very far afield.)

The other important thing to notice is that this dy quantity is the im-
portant part of a linear approximation. We can write the linearization of
a function at a as

L(z) =dy + f(a).
We can use this to help us calculate linear approximations. In the case
of 1/8.99 and /9.1, for example, where we took a = 9, we have L(r) =
dy + 3 = ¢dx + 3. For 899, dz = 8.99 —9 = —0.01, and so v8.99 =~
# +3 = 2.998333..., just as before. So, again, differentials are really just
linearizations from another point of view.

Examples

We will first do some examples where we calculate differentials “for-
mally,” and then do some examples where we apply differentials to help
us solve some approximation problems.
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Example 3.18.
(a) Compute dy where y = 827 + 6z.

d
dy = T (82 + 62) dz = (162 + 6)dx

(b) Compute dy where y = sin(y/z) cos(z?).

dy = (Sig(f;) cos() 4 Litallo/) cos(x2)) i

(c) Compute df where f(z) = %

df = f'(x)dz =

Example 3.19.

Use differentials to approximate 1/24.9, v/25.1, and v/24.975.
Since these values are near v/25 = 5, we should expect they are
all approximately dy + 5 where dy is the differential of \/x at z = 25.

Y=z
1
dy = —=d
— W 2\/x v
When z = 25 we have dy = 4.
For v/24.9, dz = —0.1 and so v24.9 = = + 5 = 4.99.
For v/25.1, dz = 0.1 and so v/25.1 ~ %5 + 5 = 5.01.

For /24.975, dz = —0.025, and so v24.975 ~ =292 4 5 — 5 —
0.0025 = 4.9975.
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Example 3.20.

Use differentials to estimate the amount of paint needed to apply
a coat of paint 0.05 cm thick on a hemispherical dome of diameter
50m.

The way to interpret this problem is that we want to know what
volume of paint is needed. We basically want the volume between
two spheres: one of radius 25, and one of radius 25.0005. We esti-
mate this using differentials: we want to change in volume as we go
from one sphere to the other. So our 7 in the problem will be 25 and
dr = 0.0005.

The volume of a sphere of radius r is

43

V:§7T7’.

Since we have a hemisphere, we need half of this quantity,

4
V = 6777“3.

Then
dV = 2xr2dr.

When r» = 25 and dr = 0.0005 we have
dV = 27252 - 0.0005 = 1.964.

Let’s notice the units here: r is in metres and squared, and dr is
also in metres, so the units are cubic metres.
We need about 1.964 cubic metres of paint to paint the dome.

Example 3.21.
Suppose a circular disc was measured to have a radius of 30 inches,
with a margin of error of 0.2in. What is the maximum error in the
calculation of the area of the disc?

Here we use different variables than before, but we know A =
7r?. The margin of error in our original measurement corresponds
to dr (how far the actual value is from 30), and the error in the area
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of the disc is dA. We compute
dA = 2mrdr.

In our particular situation r = 30 and dr = 0.2 and so we have that
the error in the area of the disc is

dA =27-30-0.2 =~ 37.699

When we're doing a problem like this, sometimes it’s helpful to have
something to compare our answer to: 37.699 might seem like a large
number, but how big is that in comparison to the area of the disc?

The true change in a quantity is sometimes called the absolute error,
and this corresponds to AA in the example above. Even though AA is
relatively easy to calculate in this example, in “real world” situations that
might not be the case, so it’s important to know that we can approximate
the absolute error A A with the differential dA.

In the example above, we’ve estimated that the absolute error in the
radius of the disc is 37.699. (The true absolute error here is 37.8248.)

Again, the absolute error is not really a very helpful measurement:
it’s more helpful to look at the relative error.

The true value of the relative error is £2, but we can approximate the
relative error as “. In our example we have

dA  37.699

m

The percentage error is thus 1.333%. So the error in the area of the disc
resulting from a margin of error of 0.2 inches in the radius is pretty small:
the area changes by about 1.33%.

Example 3.22.
By Ohm'’s law, if a current of I passes through a resistor with resis-
tance R, then the voltage drop is V' = RI. Suppose that V' is constant
and the resistance R is measured with a certain error. What is the
relative error in calculating I?

Notice that I = 7. We want to describe d! in terms of dR — dR
is the error in our measurement of R, and d/ is the corresponding
(approximate) error in the /.
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1%
I=~—
R
dV
— dl = ——dR
dR R

= dl = —-VR*dR
The relative error is approximately 4 which is

~VR?dR _ dR
VR-L R’
And so the relative error in / is approximately the same as the (neg-
ative of) the relative error in R.
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3.4 The Mean Value Theorem

I keep the subject constantly before me, and
wait 'till the firrst dawnings open slowly, by
little and little, into a full and clear light.

ISAAC NEWTON
Comment about how he made scientific
discoveries, in Biographia Britannica.

In the next lecture we will discuss how the derivative of a function
tells us information about the graph of the function. We will see, for
example, that if a function is increasing, then its derivative must be pos-
itive; if a function is decreasing, its derivative must be negative. We will
also discuss asymptotes and concavity of the graph. Before doing this
we need one technical tool that is useful in many problems besides curve
sketching.

In this lecture we will discuss Rolle’s theorem and the mean value
theorem, which is arguably the most important theorem in calculus.

Rolle’s Theorem

Before stating the mean value theorem, we state a preliminary result.

Theorem 3.1 (Rolle’s Theorem).

Suppose that f is a function which is continuous on [a, b], differentiable on
(a,b), whose derivative is continuous on (a,b), and has the property that
f(a) = f(b). Then there exists a c between a and b with the property that

f'(c)=0.

Proof.

Suppose no such c existed: that is, f'(x) # 0 for any = in (a, b). Since
f'(x) is continuous, this means that f/(x) > 0 for all x in (a,b), or
f'(x) < 0forall zin (a,b).
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If f'(z) > 0 for all z in (a, b), then we must have that

f(x+h) = fx)

s h 0
which means in particular that

i $E TR = fl@)

h—0+ h

Since the h’s appearing in the quotient above are positive (as we
take the limit from the right), we must have that f(z +h) — f(z) > 0
for all (sufficiently small) h. Thatis f(z + h) > f(x).

This must hold for all x € (a,b), but this implies that f(z) is a
strictly increasing function, and so f(a) # f(b).

The case when f’(z) < 0 for all z is similar. O

Intuitively, Rolle’s theorem says that if f(z) “goes up” when you leave
r = a, then it must come back down before you hit x = b.

The Mean Value Theorem

Rolle’s theorem sounds almost obvious, and the mean value theorem we
are about to state is essentially just a corollary of Rolle’s theorem —i.e., it
is an “almost obvious” result as well. Despite this, the mean value theo-
rem is used throughout mathematics: many results in pure and applied
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mathematics require the mean value theorem, and so calling the mean
value theorem the most important theorem in calculus is not unjustified.

Theorem 3.2.
Suppose that f(x) is a function which is continuous on |a, b], differentiable
n (a,b), whose derivative is continuous. Then there exists a c between a
and b such that
f(b) = f(a)

Pl =5

Proof.
We want to just replace f(z) with something where we can apply
Rolle’s theorem, so we need to bring f(a) and f(b) down to the same
level.

Consider the function g(x) defined by

9(2) = f(2) = f(a) = 7—(f(8) = f(@).
Notice

9(a) =f(a) = f(a) = = (F(B) = f(@)) =0

o) =1(0) = f(a) = =)~ f(@) = 0

By Rolle’s theorem there is some ¢ between a and b with ¢'(c) = 0.

But notice 1

g(@) = /(@) = (/) = f(@).

So there is some ¢ making the following hold:

(€)= 52— (7) ~ (@) =0
s p - 1010
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The mean value theorem only tells us the existence of such a ¢ and
does not tell us what a cis.

Despite this, the mean value theorem has some suprising applica-
tions. One application that we’ve already considered in class is velocity.
If an object moving in a straight line starts and stops at the same point, by
the mean value theorem there must be a place where the object’s velocity
is exactly zero.

Example 3.23.
If f(0) =3 and f'(z) < 4 for all z. What is the largest possible value
of f(10)?

Because of the mean value theorem, we know there must be a ¢
between 0 and 10 such that

;o f(10) = f(0)  f(10) -3
fO=="— =" 10

However, we're told f'(c) < 4, and hence we know

fu0) -3 _,
10 -

— £(10) — 3 < 40
— f(10) < 43.
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3.5 Curve Sketching

The purpose of computation is insight, not
numbers.

RICHARD HAMMING

In this lecture we discuss how to use knowledge about a function’s
first and second derivatives to describe the function’s graph.

Increasing and Decreasing

We say that a function f is increasing on an interval (a,b) if for every
71 < x21in (a,b), we have f(z;) < f(z2). If in fact f(z1) < f(x3) for every
r1 < x5 in (a, b), then we say that f is strictly increasing.

Similarly, we say that f is decreasing (respectively, strictly decreas-
ing) on (a, b) if for every x; < x, we have that f(x;) > f(x2) (respectively,
flar) > f(x2).)

Graphically, being increasing means the function’s graph goes “up”
from left-to-right, and being decreasing means the function’s graph goes
“down.”

These definitions do not rely on calculus at all, but we can still use
calculus to help us determine when a function is increasing or decreasing
thanks to the following theorems.

Theorem 3.3.
Suppose that f is differentiable on (a,b). If f'(x) > 0 for each x in (a,b),
then f is strictly increasing.

Proof.

We need to show that for every z; < x9in (a,b), f(x1) < f(z2). We
simply apply the mean value theorem to f on the interval (z;, z2).
By the mean value theorem there must exist a value of ¢ between x;
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and z, with
f(x2) — f(%)

To — I

f'(e) =
But as f'(¢) > 0 we have

f'(e) >0
. f(z2) — f(z1) ~ 0
To — X

= f(z2) — f(21) >0
—— f(l'g) > f(l‘l)

Thus f is strictly increasing. O

Theorem 3.4.
Suppose that f is differentiable on (a,b). If f'(x) < 0 for each x in (a,b),
then f is strictly decreasing.

Exercise 3.1.
Prove Theorem 3.4.

So positive derivative means a function is increasing, negative deriva-
tive means a function is decreasing. What if a function’s derivative is
zero?

Theorem 3.5.
If f'(z) =0o0n (a,b), then f(x) is a constant on (a,b).
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Proof.
Pick any two z; < x5 in (a,b). By the mean value theorem, there is
some c in (x1, x3) such that

f(x2) — f(z1)

To — T1

= f'(c) = 0.

But this implies f(z2) = f(x1). Since this is true for any pair of

points we pick, the function must be constant. O
Example 3.24.
Where is the function f(z) = —22° 4+ 152 — 24z + 3 increasing?

Where is it decreasing?
We need to find where f’(z) is positive and where it’s negative.

f'(z) = —62% + 30z — 24.

To figure out where this function is positive and negative, we
tirst find where it’s zero.

f(x)=0
— — 622 +30z—24=0
— —z°+52—4=0

This factors as (1—x)(z—4) (equivalently, you could use the quadratic
formula). Hence the derivative f’(z) is zero when z = 1 and when
T =4

So we have three intervals to consider: (—oo, 1), (1,4), and (4, c0).
On each of these f'(x) is either positive or negative, and so f(z) is
increasing or decreasing on each one. We can simply plug in a value
in each interval to determine if the derivative is positive or negative.

For (—o0, 1), let’s plug in = 0 to get f'(0) = —24, so the deriva-
tive is negative on this interval.

For (1,4), we plugin x = 2 to get f'(2) = —24 + 60 — 24 = 12, so
the derivative is positive here.
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For (4, 00) let’s plug in 5 to get f'(5) = —24, so the derivative is
negative here.

Putting all of this together we have that f(x) is increasing on the
interval (1, 4), but decreasing on (—ool) U (4, 00).

Concavity

We say that a function f is concave down on the interval (a, b) if for each
cin (a,b) there is a small interval / around ¢ where

f(o) < f'(wo)(xo — €) + f(c)

for each z in I. That is, the graph of f(z) lies below the tangent line at
T =c.

We say that a function f is concave up on the interval (a, b) if for each
cin (a,b) we have that

f(x) > fi(c)(x =)+ fl)

for each x in (a,b). That is, the graph of f(z) lies above the tangent line
atr =c.

Graphs which are concave up are shaped like a bowl; concave down
graphs are shaped like an umbrella.

Points where the concavity changes, where the graph goes from being
concave up to being concave down (or vice versa), are called inflection
points.

Theorem 3.6.
If f"(z) > 0on (a,b), then f is concave up on (a,b).

Proof.
We need to show that for each ¢ in (a,b), the graph of f(x) is lies
above the tangent line at z = c. That is, we need to show that

f@) > f(e)(z =) + f(c).
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We consider two cases: first suppose that > c and apply the mean
value theorem on the interval (¢, z). Then there must exist a d such
that

Tr —C

and so f(z) — f(c) = f'(d)(z —¢), meaning f(z) = f'(d)(z—c)+ f(c).

That is, we need to show

fd)(@ =) + fc) > f(c)(@ = c) + f(c).

Notice that d > c and that f’ is increasing since f” is positive. Thus
f'(d) > f'(c) and this proves that f(z) > f'(c)(x — ¢) + f(c).

In the other case, suppose that z < ¢. We apply MVT on (z, ¢) to
get that there must exist a z < d < ¢ with

and so f(z) = f'(d)(x — ¢) + f(c), so we need to show

fd)(@ =)+ fle) > f(c)(x — ) + f(c)

Equivalently,

fd)(c—x) < f'(e)(c—=).
But again, f” > 0, so f’is increasing and f'(c) > f’(d). O
Theorem 3.7.

If f"(x) < 0on (a,b), then f is concave down on (a, b).

Proof.
Execise. [
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Example 3.25.
Where is the function f(z) = —22% 4+ 152 — 242 + 3 concave up?
Concave down? Where are the inflection points?

We simply check to see where the second derivative is positive
or negative. Notice f”(z) = —122+ 30. To find where this is positive
and negative, we first find where it’s zero: x = g So we have two
intervals to consider: (—oo, 3) and (2, 0o). We again pick some point
inside each of these intervals to evaluate our function (say = 0 and
z = 10) and we see that the second derivative is negative on (—co, 2)
and positive on (3, ).

Thus, f is concave up on (—oo, 2), and concave down on (2, c0).
The point 2 is our inflection point.

It's worth noticing that points where f”(x) = 0 are candidates for in-

flection points and are not necessarily inflection points! An easy example
is f(z) = x*. Here f”(x) = 1222 which is zero at x = 0, but this isn’t an
inflection point because the concavity doesn’t change!

Examples
Example 3.26.
Sketch the curve y = 2;2—:52.

Domain: (—o0,—3) U (—3,3) U (3,00). So we should expect to
have vertical asymptotes at + = £3, but we need to double-check
this:
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, 227 — 8 . 2(x? — 4)
= lim
x—iz{}i* ZL‘2 — r——3" 1'2 — 9
! 2(x — 2)(z + 2)
= 1
z=-3- (z —3)(z + 3)
2(r — 2 2 1
_ pim 2 2E+2)
r——3" xr — 3 z——3— T + 3
10 . 1
=— . lim
—6 2—»-3-x+3
=00
. 227 — 8 . 2(2* —4)
= lm _—
m—i?}’ﬁ ZE2 — 9 r——3" I2 — 9
10 . 1
=— . lim
—6 z—-3tx+3
= — 00
. 202 — 8 . 202 —8 1
lim = lim .
r—3~ .172 — 9 z—3— T+ 3 r—3- T — 3
10 . 1
=— . lim
6 x—3- T — 3
= — 00
222 -8 . 212 —8 1
lim = lim - lim
e—3+ 22 —9  a=3+— x4+3 o3tz —3
10 . 1
=— " lim
6 z—3tx—3
=00

the places where the derivative is zero.

Now we find the places where our function is increasing by see-
ing where the derivative is positive and where it’s negative. First
we find the “transition points” between increasing /decreasing: i.e.,

155
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dy (22 — 9)(4z) — (22* — 8)(2z)
de (x2 —9)2
— 423 — 36z — (42 — 16x) = —20x = 0.

=0

We need to be a little bit careful here. While x = 0 is a place where
our function could transition from being increasing to being de-
creasing, we also have to consider the points x = +£3 as transition
points as well.

That is, we have four intervals we need to consider:

(—00, —3), (=3,0), (0,3), (3, 00).

We plug a point from each of these intervals into the first derivative.
Atz = —4, & = 204 80~ 0, so the function is increasing

7 de T ((—9—9)2 ~ 169

on (—oo, 3).

Atz = —1, % = ((__2%(:;))2 = 12—0% > (, so the function is increasing
on (—3,0).

Atz =1, j—g = %‘é)ﬂ) = 22 < 0, so the function is decreasing on
(0,3).

Atz =4, % = @2_0512) = E_? < 0, so the function is decreasing on
(3, 00).

Now we have to consider the concavity.

d*y  (=20)(2® — 9)? — (—20z)(2(x* — 9)22)

o @2 —9) =0
60(«*+3) _
(@2 —9p

This equation has no solutions, so there are no inflection points.
We thus have three intervals whose concavity we need to check:

(—o0,—=3), (=3,3), (3,00).

Atz = —4,
d?y 60-19 1140

de? ~ (16—9)3 7

> 0.
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So the function is concave up on (—oo, —3).

Atz =0,
Py 180
@ — __93 < O.
So the function is concave down on (—3, 3).
Atz =4,

Py 60-19 1140

de? ~ (16—9)3 7

So the function is concave up on (3, c0).

> 0.

157
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3.6 Optimization

All such problems can be formulated as
mathematical programming problems.
Naturally, we can propose many sophisticated
algorithms and a theory, but the final test of a
theory is its capacity to solve the problems
which originated it.

GEORGE DANTZIG

One of the most important applications of calculus to real-world prob-
lems concerns optimization. That is, many real-world problems often have
multiple possible solutions, but some solutions are more desirable than
others. Our goal in this chapter is to determine the “best” solution to a
given problem. For us, “best” will usually mean that we want to find
the input to a function which makes the function as large as it can pos-
sibly be, or as small as it can possibly be. For example, if our function
represents the profit a company makes as a function of the number of
items the company produces, we may want to determine what number
of items we should make to maximize the profit. Conversely, if our func-
tion represents the cost to a company, we may want to minimize that
cost.

The material in this chapter is necessarily just the starting point for
a very active, and very applied, area of mathematics called operations re-
search which seeks to develop methods for solving the complicated opti-
mization problems that often arise in commercial and industrial settings.
We will only be scratching the surface of how to solve optimization prob-
lems, but it is nice to know the material we are learning has practical,
real-world applications.

Definitions and main ideas

We begin by defining precisely what we mean when we talk about max-
imizing or minimizing a function. Usually what we want to do is to find
the value for the input to a function f(x) that makes the output as large
or as small as it can possibly be. The inputs where this occurs are called
the global maxima and global minima of the function. To be precise,
we say c is a global maximum (or absolute maximum) of a function f if
f(c) > f(z) for all z in the domain of f. Similarly, we say c is a global
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minimum (or absolute minimum) of a function f if f(c) < f(x) for all =
in the domain of f.

In much of what we will do, the process fo finding a global maximum
or a global minimum is the same, and so to save ourselves some energy
from saying “global maxima or global minima” all the time, we will sim-
ply refer to global extrema if what we are discussing applies to both the
maxima and minima.

Though we wish to find global extrema, it will turn out that it is much
easier to find something related called the local extrema. These are points
which may not make the output of the function the absolute largest or
smallest it could be of all the values, but instead makes it the largest or
smallest among all “nearby” values. As we will see soon, the tools of
calculus will allow us to find local extrema relatively easily, and our goal
will be to winnow the list of local extrema to down to global extrema.
First, though, we need to carefully define what we mean by these local
extrema.

We say c is a local maximum of f if there is a small neighborhood
(¢ —6,c+9)if f(c) > f(x) for all z in (¢ — 0, ¢ + ). Similarly, we say ¢
is a local minimum of f if there is a small neighborhood (¢ — 6, ¢ + ¢) if
f(e) < f(z) forall z in (¢ — d, ¢ + §).

Notice that global extrema are also local extrema: if a point c is a
global maximum, for instance, f(c¢) > f(z) for all « in the domain of the
function, and so in particular f(c) > f(z) for all x in any neighborhood
around c.

Using calculus to find extrema

Our goal is to locate the maxima and minima of a given function. The
following theorem is key: it gives us possible candidates for maxes and
mins.

Theorem 3.8 (Fermat’s Theorem).
If ¢ is a local extremum of f, then either f'(c) = 0 or f is not differentiable
at c.
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Proof.

f'(c) = lim

h—0

fleth) = fle)
- :

f(e) <0. Thus
fle+h) = fle)

. <o
hlggl-*‘ h =0
On the other hand,
i W =1@
h—0— h

Since we're assuming f’(c) exists we have

0< lim 2P =) _

Suppose that c is a local maximum (the case when c is a minimum
is similar) and f’(c) is defined. Suppose that f(c) > f(x) for all z in
(¢ — d,¢c+ §). Consider the limit definition of the derivative:

For all sufficiently small », f(c + h) < f(c). Hence each f(c+ h) —

flet+h) = [l

h—0— h h—0t h

But the only way this can happen is if

f'(¢) = lim flet h})L — f(9) =0.

h—0

This theorem tells us that in order to search for local extrema, we
should find the places where the derivative of our function is zero or
undefined. These places are candidates for local extrema (they are not
guaranteed to be local extrema, however), and have a special name: we
call points ¢ where f’(c) is zero or undefined critical points (or critical

numbers).

Example 3.27.
Find the critical points of f(z) =

rz—1
x2—x+1°
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We simply solve the equation f'(z) = 0:

f'(x) =0
(#2—z+1)-1—(z—1)(2z - 1)
(22 —x +1)2

— ’—z+1—(22°-3z+1)=0
= —2’+2x=0
= z(—z+2) =0

— rz=0o0rz=2.

=0

We also have to worry about the places where our derivative is
undefined: this occurs when the denominator z* — z + 1 is zero:

’—z+1=0
—z=1z"+1
Notice this equation has no solutions since the parabola y = z* + 1

and the line y = = have no points of intersection.
So the critical points of f(z) are x = 0 and = = 2.

Notice that we’ve already discussed critical points this semester: they
are precisely the places where the the function can transition from being
increasing to decreasing. This motivates the next theorem for determin-
ing when a critical point is in fact a local extremum.

Theorem 3.9 (The first derivative test).

Suppose that c is a critical point of f. If f is decreasing to the left of c
and increasing to the right, then c is a local minimum. If f is increasing
to the left of ¢ and decreasing to the right, then c is a local maximum. In
all other cases (where there’s no transition from increasing-to-decreasing
or vice versa), c is not a local extremum.

Example 3.28.



CHAPTER 3. APPLICATIONS OF DERIVATIVES 162

What are the local maxima and minima of f(z) = -*=15?

We already have our candidates: x = 0 and x = 2. We now need
to see if the function is increasing or decreasing on (—o0,0), (0,2)
and (2, c0).

Atz = -1, % is ((_2(1)_21:_(1)221)2 = (1133)2 < 0, so the function is
decreasing on (—o0, 0).

Atz =1,%is iz > 0, so the function is increasing on (0, 2).

By the first derivative test, the point z = 0 is a local minimum of
the function. ,

Atz = 3, Z—Z is (322@%1)2 < 0, so the function is decreasing on
(2,00).

Thus, by the first derivative test, the point = 2 is a local maxi-
mum of the function.

We can also use concavity to help us determine if a critical point is a
local maximum or a local minimum.

Theorem 3.10 (The second derivative test).

Suppose that c is a critical point of f and that f”(c) is defined. If f"(c) > 0,
then c is a local minimum. If f"(c) < O, then c is a local maximum. If
f"(c) = 0, then the test is inconclusive (c could be a local max, a local min,
or neither).

Example 3.29.
Use the second derivative test to find all of the local maxes and local
mins of the function f(z) = £ — T2 4+ 5z + 4.

First we have to find our critical points (candidates for maxes

and mins) by solving the equation f’(z) = 0.

fi(z)=0
1 7
:>§.I’2—§£C—|—5IO

— 2 —T7r+10=0
== (z—2)(x—5)=0
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So our critical points are x = 2 and = = 5.
To use the second derivative test we need to determine if f”(2)
and f”(5) are positive or negative. Notice

7
f'(x)=2— 3 =z —3.5.

Thus f”(2) = —=1.5 < 0and f”(5) = 1.5 > 0, and = = 2 is a local max
while z = 5 is a local min.

Global Extrema

We now know how to find local extrema. We also know that global ex-
trema are local extrema. It would be reasonable to assume, then, that
to find the global extrema we first find the local extrema, and then find
which of the local maxes is a global max by plugging the local maxes
into f(z) and seeing which gives us the largest value. Similarly, to find
the global mins we might like to take the local mins, plug them into the
function and see which gives the smallest value.

The problem with this strategy is that our function may not have any
global maxes or global mins. Consider the function f(z) = 2?—:52 This
function has only one local extremum: = = 0 is a local max. However the
function has no global extrema!

So the strategy above doesn’t work in general, but there is one situ-
ation when this naive strategy does work: if our function is continuous
and is defined on a closed interval.

Theorem 3.11 (Extreme value theorem).
If f is defined and continuous on the closed, bounded interval |a, b], then
f must have a global maximum and a global minimum in [a, b].

Most of the theorems in this class we’ve proved, or simply omitted for
the sake of time. This theorem, however, is considerably more difficult to
prove than any other theorem we’ve seen in this class and for that reason
we will not attempt to prove it.

The extreme value theorem basically says that we can find the global
maxes and mins of a function if it’s continuous on a closed, bounded in-
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terval by taking the local extrema which give us the largest and smallest
possible outputs of the function. The one thing we need to keep in mind
is that the endpoints z = a and x = b could also be extrema.

In short, we can find the global extrema of a continuous function f
defined on a closed interval [a, b] by doing the following:

1. Find the critical points in [a, b] - i.e., the values of = in [a, b] where
f'(x) =0or f'(z) DNE.

2. Determine which critical points are local maxes and local mins by
using the first or second derivative test.

3. Determine which local max gives the largest output of f(x), and
which local min gives the smallest output of f(x).

4. Plug x = a and = = b into the function as well.

5. The largest local max, or f(a) or f(b) is the global max. The smallest
is the local min.

Example 3.30.
Find the global maximum and minimum of the function f(z) =
V/x(8 — x) on the interval [0, 8.

Example 3.31.
Find the global maximum and minimum of the function f(z) = 2*—
62* — 36z + 41 on the interval [—4, 10].
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3.7 L'Hopital’s Rule

Mathematics is no more computation than
typing is literature.

JOHN ALLEN PAULOS

Statement

We end our discussion of derivatives by mentioning [’"Hopital’s rule which
allows us to calculate certain special types of limits.

Theorem 3.12 (L'Hopital’s Rule).
Suppose that f and g are differentiable functions satisfying one of the fol-
lowing conditions:

1. lim, . f(z) = 0 and lim,_,, g(x) = 0, or
2. lim,_, f(z) = o0 and lim,_,, g(x) = £oo.

Then )
lim fz) _ lim fz)

z—a g(x) I g’(x)'

That is, 'Hopital’s rule says that if we want to take the limit of a fraction
which has the indeterminate form % or 3, then we can replace the frac-
tion withe fraction of the derivatives of the numerator and denominator.
This trick also works if we’re taking a left- or right-hand limit, or limits
as x goes to $-oo.

Simple examples

Example 3.32.
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. x—3
lim )
=312 —90
. ox—3 . 1
lim = lim —
x—>3$2—9 z—>32$
_1
6

Use 1'Hopital’s rule to calculate the following limit:

166

Example 3.33.
Use I'Hopital’s rule to calculate the following limit

tan(3z)
im —
2—0 sin(2x)

tan(3z) i 3sec?(3x)
= lim ———~
20 sin(2x)  2—0 2cos(2x)

Example 3.34.
Use 1'Hopital’s rule to calculate the following limit

. x + x2
lim
r—oo 1 — 272
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2 1422
lim = lim
r—oo 1 — 212 oo —4x
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Notice in the last example we actually used I’'Hopital’s rule twice in
the process of calculating the limit as one application still gave us a %
indeterminate form.

Product examples

We can also use 'Hopital’s rule to evaluate limits of products by turning
the product into a quotient.

rule.

Example 3.35.
Calculate the limit

. 2
lim 23e~*
T—00

The “trick” here is to rewrite ¢ =** as -; and then apply I'Hopital’s
e

. 2 . xr
lim 2%e™" = lim —
T—00 r—o00 €T

= lim 5
z—o0 4dre®

=0

Example 3.36.
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Calculate the limit

li 1 .
g o Inl)

We turn multiplication by z into division by !/z so that we can
apply I'Hopital’s rule:

In(x)

lim zIn(z) = lim

z—0t z—0t 1/:5
In(z

= lim (1)
rz—0t T
1

. T

= lim / 5

=0+t —T~

. —x?

= lim —
z—0t T
= lim —=z

z—0t

It is not uncommon that we have to apply 'Hopital’s rule multiple
times in calculating a limit, but sometimes we can run into an “infinite
loop” of taking I’'Hopital’s infinitely-many times. For example, if we tried
to evaluate the limit

lim xe®

T—r—00

by rewriting the limit as

eﬂ?

lim
T——00 ;Efl

we would have the following:

lim ze® = lim
T——00 r——00 I
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This process would never stop. Notice that we made a choice above to
rewrite ze® as ¢ /z-1. If we make the opposite choice, however, and write
ze® as */e-= we have the following:

lim z2e”
Tr—r—00
= lim
r——00 6~ T
1
= lim

Difference examples

We can also sometimes rewrite differences as quotients to apply 'Hopital’s.

Example 3.37.
Calculate the limit

lim (ln (:102 — 1) —1In (:L'3 — 1))

r—1t

To turn this into a fraction we can use properties of logarithms,
and then use the fact that logarithms are continuous to bring the
limit inside of the log.

lim (In(2* —1) =In(2° — 1)) = lim In (xz - 1>

z—1t z—1t

R |
=In( lim
a1t 3 — 1
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Example 3.38.
Calculate the limit

To turn this difference into a quotient, we’ll combine the frac-
tions with a common denominator.

. 1 1 o ef—=1—x
lim [ — — — lim ———
=0t \x e —1 -0t z(e® — 1)
et —1
im ———
z—0+ €T + xet — 1
627

lim —————r
z—0t e¥ + e” + xe”

Example 3.39.
Calculate the limit
lim (x — In(z))

T—00

This time we’ll turn the difference into a product by factoring
out an z, and then take the limit of each factor, which will require
I"'Hopital’s rule.

lim (z —In(z)) = lim 2 <1 _ 1“<$>>

T—00 T—00 €T

= (o) (1-77)
= (o) (1= 1m 757)

o1
:oo-<1— lim —)
r—00 I

oo -1
00
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Exponential example

We can even use I'Hopital’s rule to help us evaluate indeterminate pow-
ers, like 0°. Here we require that since In(x) and e” are inverses, we write
any function f(z) as e/(*). This is helpful because we can then use prop-
erties of logs to pull down any exponents.

Example 3.40.
Calculate the limit
lim zv?

z—0t

lim zV* = lim eln(“”ﬁ)
z—0t z—0t
= lim eV®n(®)
z—0t

_ elimzHOJ’» Vz In(z)

Now we compute the limit in the exponent,

In(x)

lim /zln(z) = lim

z—0+t z—0+t 1/\/5
. In(x)
= lim —
z—0t+ /2
: Lo
= lim S
o0t —1/ox %2
— lim _2$fsfracl2
x—07F
=0

Plugging this back into the above we have

lim Qfﬁ _ 6lim$_>0+ Vzln(z) _ 60 -1
z—07F




Integration

4.1 Antiderivatives

The study of mathematics, like the Nile, begins
in minuteness but ends in magnificence.

CHARLES COLTON

Motivation

We have seen that velocity is the derivative of position, and acceleration
is the derivative of velocity. So if we know position, it’s now relatively
easy for us to calculate velocity, and once we know velocity it’s easy to
calculate acceleration.

But what if we want to go in the other direction? What if we knew
acceleration and wanted to find position? This is not a far-fetched sce-
nario. A consequence of Newton'’s theory of gravity is that the accelera-
tion due to gravity (near the surface of the Earth) is constant: regardless
of whether you drop a golf ball or a bowling ball from the top of Wait
Chapel, its acceleration towards the ground will be -32 feet per second
squared (or -9.8 metres per second squared).

Given this and the height of Wait Chapel, we can determine the ball’s
height above the ground at any moment in time. The height of Wait
chapel is 213 feet. We know

a(t) = —32.

So the velocity, v(t), must be a function with the property that v'(¢) = a(t).
Since a(t) = —32, this means that v(¢) must have the form v(t) = —32t+C
where C' is some constant. What should this constant be? Notice that
v(0) = C. If we drop the ball (as opposed to throwing it downward),
then 0 seconds after dropping it, its velocity is zero. So C' = 0.

Now that we know v(t) = —32t we can find position s(¢). We know
that s'(t) = v(t) = —32t, which means s(t) = —16t> + D where again D
is a constant. Noticing s(0) = D, D must be the height of the ball when
we first drop it. If we're dropping it from the rop of Wait Chapel, which
is 213 feet tall, then we must have D = 213.

172
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Thus, just knowing the acceleration due to gravity, and the height of
Wait Chapel, we are able to determine that a ball dropped from Wait
Chapel will have a height of

s(t) = —16t* + 213

feet above the ground, ¢ seconds after being dropped.

Antiderivatives

In general, if F'(x) is a function whose derivative is little f(x), then we
call F'(z) an antiderivative of f(x).

Example 4.1.

1. If f(x) = 162 + 6 + cos(x), then F(z) = 822 + 6z + sin(z) is an
antiderivative of f(z).

2. I f(2) = 52— r,then F(z) = \/z++/—r is an antiderivative
of f(x)

3. If f(z) = ﬁ, then F(r) = —"5 is an antiderivative of
()

If you are given a function F(x) that you think is an antiderivative of
f(z), it’s very easy to check: just see if F'(z) = f(z). If we're given f(x)
and need to determine an antiderivative F'(z), however, that’s usually
more difficult. Before we see how to do this, let’'s make an observation
about antiderivatives: if a function has an antiderivative (not all func-
tions do!), then it has infinitely-many. That is, if f(z) has antiderivative
F(z), then F(z) + 1 and F(z) — 17 and F(x) + 328748327 are all also an-
tiderivatives of f(z). In fact, all of the antiderivatives have to have this
form.
First we need one quick result:
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Theorem 4.1.
If f(x) = 0, then the only antiderivatives of f(x) are the constant func-
tions.

Proof.
Suppose F'(z) is an antiderivative of f(z). By the mean value theo-
rem, for any interval [a, b] there exists a ¢ inbetween such that

F(b) = F(a)

F(e) = f(o) = =5 —

But we're assuming f(c) = 0, so

F) - F

w =0 = F(b)—F(a) =0 = F(b) = F(a).
This is true for all @ and all b, so F must be constant. H
Theorem 4.2.

If F(z) and G(x) are two antiderivatives of f(z), then G(z) = F(x) + C
for some constant C.

Proof.

Notice that L (F(z) — G(z)) = f(z) — f(z) = 0. By the above, this
means the only thing whose derivative is that F'(z) — G(z) — since
its an antiderivative of - (F(z) — G(z)) = 0 — must be constant:

F(z)-G(z)=C = F(z)=G(x)+C
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What this tells us is that the general antiderivative of a function f(x)
has the form F(x) + C where F'(z) = f(x) and C is any constant. We
usually call the F(z) a particular antiderivative. In some applications
we may want a particular antiderivative, and sometimes we may want a
general antiderivative: it just depends on the problem.

Rules for Calculating Antiderivatives

Just as we have rules for calculating derivatives, we have some rules for
calculating antiderivatives.

Theorem 4.3.
If k is a constant and F(z) is an antiderivative of f(x), then the general
antiderivative of k f (x) is kF(x) + C.

Proof.

% (kF(z) +C) =kF'(x) + 0 = kf(x).

Theorem 4.4.
If F(z) is an antiderivative of f(x) and G(x) is an antiderivative of g(z),
then F(x) £ G(z) + C' is the general antiderivative of f(x) £ g(x).

Theorem 4.5.
If f(r) = 2" and n # —1, then the antiderivative of f(x) is F(z) =
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xn+1
-

We’re now able to find antiderivatives of any polynomial:

Example 4.2.
Find the general antiderivative of 6z* + 2® — 72 + 5.

Notice the antiderivative of 6z* is % ; the antiderivative of 22 is
%44 : the antiderivative of —7x? is _gxs : and the antiderivative of 5 is
5x. Putting all of this together, the antiderivative of 62* + z* — 72245

1S

6 1 7
gflf5 I Z$4 — §$3+55E+C

We can also find antiderivatives of some, but not all rational functions:

Example 4.3.
Find the antiderivative of

6x" — 3x* + 2
3

Notice that

62" —3z*+2 627 32t 2 .
#:%—%—i——g:ﬁx‘l—i’;x—i—lx’d.
x x x x

We know the antiderivative of 62* is 2z°; the antiderivative of 3z
is %xQ ; and the antiderivative of 2272 is —z~2; hence the antideriva-

f 6z’ —3z142
= &

tive o is

6
—% — 273 — 72
5

We can also easily determine the antiderivatives of some trig func-
tions, applying our rules for trig derivatives “in reverse.”
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Theorem 4.6.

The antiderivative of cos(z) is sin(x) + C.

The antiderivative of sin(x) is — cos(z) + C.

The antiderivative of sec?(x) is tan(z) + C.

The antiderivative of sec(x) tan(x) is sec(z) + C.

The antiderivative of csc(z) cot(x) is — csc(x) + C.

The antiderivative of csc®(x) is — cot(z) + C.

Example 4.4.
Find the general antiderivative of 3sec(z) - (sec(x) — 2 tan(x)).
Notice that we can distribute the 3sec(z) to get

3sec(w) - (sec(z) — 2tan(z)) = 3sec?(x) — 6sec(z) tan(z).

As we know the antiderivative of sec?(z) is tan(z), and the antideriva-
tive of sec(x) tan(z) is sec(z), we have that the antiderivative of 3 sec(x)
(sec(x) — 2tan(x)) is

3tan(x) — 6sec(x).
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4.2 Riemann Sums

In mathematics the art of proposing a question
must be held of higher value than solving it.

GEORG CANTOR

Motivating Examples

Suppose that you ride a bicycle down a straight path at speed of 10 feet
per second for ten seconds. How far did you ride the bike? Of course
we know that you rode the bike for 100 feet; if you rode the bike for 30
seconds, then you instead rode a total of 300 feet. We find this distance
travelled by multiplying the time we travel with the speed at which we
are travelling.

That is, if speed is constant, distance is speed times time.

Distance = Speed x Time.

But suppose you were not travelling at a constant speed: maybe you
started riding your bike slowly and gradually accelerated. Then how
would we find the distance travelled?

For example, let’s say that you again ride your bike for 10 seconds,
but ¢ seconds after you start riding your speed is % feet per second. So
after one second your speed is ;-foot per second, but after four seconds
your speed is 2 = 6.25 feet per second, and by the time you get to 10
seconds, you're traveling at a speed of 25 feet per second.

Given that we know how to calculate the distance traveled when the
speed is constant, how can we determine the distance traveled when the
speed is not constant. This seems like it might be a hard problem.

To answer this problem we do what we always do in calculus: if
something seems hard, estimate it with somthing simpler. So let’s sup-
pose that instead of having a continuously changing speed, let’s suppose
our speed was constant over little chunks of time.

For example, just to get an estimate, imagine we break up our 10 sec-
ond bike ride into four pieces of 2.5 seconds each, and maybe on each of
those little intervals of time we use the fastest speed we actually achieve
during that time.
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Time Interval Fastest Speed
[0,2.5] 2> :2% = 1.5625
2.5, 5] 2 =6.25
[5,7.5] 15— 14.0625
7.5, 10] 25

If our speed was constant on each of these intervals, then we can eas-
ily determine how far we traveled during those intervals:

Time Interval Distance Traveled

[0,2.5] 3.90625
[2.5,5] 15.625
[5,7.5] 35.15625
[7.5,10] 62.5

Adding these together, we’d might estimate that we travelled a total
of
3.90625 + 15.625 + 35.15625 + 62.5 = 117.1875

feet during those ten seconds.

Notice that this estimate is definitely an upper estimate of the true
distance traveled since we used the highest speed attained. If we instead
used the lowest speed attained we’d have a lower estimate.

Time Interval Slowest Speed Distance Travelled

[0,2.5] 0 0
2.5, 5] 1.5625 3.90625
[5,7.5] 6.25 35.15625
7.5, 10] 14.0625 62.5

Adding these together, we get that
0+ 3.90625 + 15.625 + 35.15625 = 54.6875

is a lower estimatefor the distance traveled.

Now consider another problem which may look different at first, but
is in fact very similar. Suppose we wanted to determine the area that
lives below the parabola y = —2? + 42 but above the z-axis between [0, 4].
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~

This looks like it might be a hard problem: we know how to calculate
the area of some simple objects like rectangles, but how do we calculate
the area under a parabola. Again, we do what we always do in calculus:
if a problem seems hard, estimate it with something simpler. In this case
what we’ll do is estimate the area by covering the area we care about
with rectangles.

Imagine that we take four rectangles whose bases are on the z-axis,
and whose height is the largest value of —2? + 4« for 2-values in the base
of the rectangle.

Rectangle’s base Height

[0, 1] 3
[1,2] 4
2, 3] 4
3, 4] 3

~
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Notice that we can easily determine the area of each rectangle, and
sum them up to get an (over) estimate of the area underneath the parabola:

1-3+1-44+1-441-3=14.

We could also have use the lowest point on the curve y = —2? + 4z as
the height of our rectangle to get a lower estimate:

Rectangle’s base Height
[0,1]

o

1,2
2,3
3,4

Y

3
3
0

~

Adding the areas of the rectangles we get the lower estimate:
0+3+3+0=6.

So the true area is somewhere between 6 and 14.

It should be clear that we can improve our estimates, both the lower
and upper estimates by using more, skinnier rectangles.

If we used eight rectangles instead of four, we’d have

Rectangle’s base Highest Height Lowest Height

[0,1/2] 1.75 0
[1/2,1] 3 1.75
[1,3/2] 3.75 3
32, 2] 4 3.75
[2,5/2] 4 3.75
/2, 3] 3.75 3
[6,7/2] 3 1.75
/2, 8] 1.75 0
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~
~

We can then find the upper and lower estimates of the of the area
under the parabola to be

1 1 1 1 1 1 1 1
i == 175+ --3+--375+=-4+--4+--375+=-3+--1.
Upper Estimate 5 75+2 3+2 375+2 +2 +2 375—|—2 3+2 75
=12.25
1 1 1 1 1 1 1 1
; __. Z. 1. Z. -.3 -.3 Z. Z. 1. Z.
Lower Estimate 5 0+2 75+2 3+2 375+2 375+2 3+2 75+2 0
=8.5

We now know that the true area is between 8.5 and 12.25. Continuing to
tfind upper and lower estimates like this we can “zoom in” on the true
area.

Notice that this example of estimating areas is exactly the same as
estimating distance in our first example. In fact, if you were to graph
the speed function v(t) = %, then what we were doing before could be
interepted as estimating the area between y = % and the portion of the
z-axis in the interval [0, 10] by rectang]es.
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We can in fact do this sort of calculation for any (continuous) func-
tion f(z), and the interpretation of the numbers we calculate changes
depending on what our function is supposed to represent. So it’s impor-
tant to realize the process we are about to describe has many different
interpretations and you shouldn’t get hung up on any one particular one
(e.g., area under a curve).

But based on what we’ve just done, we aren’t too surprised by the
following:

Theorem 4.7.

If f(z) is a continuous, positive function on the interval |a,b], then the
area under the curve y = f(x) and above the x-axis is the limit of the sums
of the areas of rectangles which approximate the curve, as the width of the
areas becomes arbitrarily small:

Area = nlgg() (f(x1)Azy + f(z2)Azg + - - + f(xn)Azy) .
Here f(x;)Ax is the area of the i-th rectangle: f(x;) is the height which
we get by evaluating f at some point, for example the right-most point in
each interval, inside the base, and Awx,, is the length of the base.
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Theorem 4.8.

If v(t) is a continuous, positive function on the interval [a,b], then the
distance travelled by a particle with velocity v(t) at time t from t = a to
t = bis the limit of distances obtained by assuming the velocity is constant
on intervals that become arbitrarily small:

Distance = lim (v(t1)Aty + v(t2)Ata + - - - + v(t,)Aty) .

n—oo

In the case of our example where f(x) = —z? + 4z over the interval
0,4], we cut the interval [0,4] up into n intervals of equal width. The
width of each interval is 3, so each Az; is £. Notice that the interval [0, 4]
gets cut up into the following subintervals:

0,45, oSl B 20 - 14— =],

The right-hand endpoint of the i-th interval is thus

44
T, = —,
n
and the left-hand endpoint is
4(7 — 1
Ti—1 = (Z )
n

This means the area under the parabola is

i (1) s (2) () o)

where f(z) = —2% + 4x.

Sigma Notation

We will be dealing with summations a lot in the next few lectures, and so
now is a good time to introduce a useful type of notation.

Suppose that f is a function and we want to sum the function evalu-
ated at several different integers. For example, we may want to evaluate

SO+ f2)+ fB3) + -+ [(50).



CHAPTER 4. INTEGRATION 185

We can use the following sigma notation to express this sum. We write
a large capital Greek ¥, and below the ¥ we say where we want the sum
to start, above the ¥ we say where we want the sum to stop, and to the
right of ¥ we say what we’re summing up.

For example,

Z F@) =fQ) + f(2)+-- £(3)

7

D FE) =F(=3) + f(=2) + f(=1) + FO) + -+ + f(7)

i=—3
This is simply a convenient way to write out certain sums.
Sometimes we the function we’re trying to sum up won’t have a given
name: we may simply give an expression in place of f(¢):
5
Y =0 +17 427+ 3+ 47+ 5
i=0

D 2i-1)=02-(-2)-1)+ 2 (-1) -1+ 2-0-1)+(2-1-1)+(2-2-1)+

Example 4.5.
The area under the curve y = —2? + 4x, over [0, 4] can be written as

" 4\% 4\ 4
li (= 4= =

Notice that we're chopping [0, 4] into n intervals of equal length (the
length is %), and the height of the i-th interval. We're getting the
height of i-th rectangle by plugging the right-hand endpoint of the

i-th interval,
{4(2' —1) 421

)
n n
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into the function f(z) = —2% + 4x.
Example 4.6.
The distance travelled by a particle with velocity v(t) = % over

[0, 10] may be written as

R (101'/”)2 10 . ®
— =1
— 4 n o Z

lim
n—oo

Properties of Sums

Let’s go ahead and notice a few simple properties of sums written in this

Y -notation:

Theorem 4.9.
For any two functions f and g, and for any constant k we have

b

() +9(0) =D )+ 90

D kFG) =k f()
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Proof.

b

> (f(0) +g(i)) =f(a) + g(a) + fla+ 1) + gla+1) + -+ f(b) + g(b)

i=a

=f(a) + fla+1)+--- f(b) + g(a) + gla+1) +--- g(b)

=D f@)+2_90)

1=a

b
Zkf(z’) =kf(a) +kf(a+1)+---+kf(b)
=k (f(a) + fla+ 1) +---+ f(b))

b
:ka(a).

The “constant” £ in the above simply can not depend on ¢, but it could
depend on some other quantity. For example,

lim Zn2f(z) = lim n2Zf(2)
i=1 i=1

Using our properties above, we can rewrite the area under the parabola
y = —a? + 4x as

n

1 & 1 &
o . . ._ i .2
_64nh_>nolo (n2 E ) 5 E_l z)

i=1

Similarly, the distance travelled by a particle with velocity v(t)
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over [0, 10] may be rewritten as
e (9) 10
D=lim

n
250 —
S
Some Helpful Formulas
We will be dealing with sums like

n

Z i and z”: i?
=1

=1

a lot, so it would be helpful if we had some formula for calculating these
sums.

Theorem 4.10.

Proof.
Let S =142+ ---+n. Notice we can write thisas S =n+ (n—1) +
.-+ + 1. Adding S to itself we have

2S:£n+1)+(n+1)+~--+(n—|—1):n(n—|—1)

S/

vV
n times

and so dividing by 2 gives the sum. O
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Theorem 4.11.

189

With these formulas at our disposal we can now calculate the area

above and distance above.

Example 4.7.

the z-axis is

. l . 1,
(S o)

The area under the curve y = —z? + 4z above the interval [0,4] on

64 lim 1 nn+1) i n(n+1)2n+1)
n—oo \ n? 2 n? 6
2 2
64 lim [ ” +n_ n(2n°+n+2n+41)
n—00 2n2 6n3
2 3 2
64 Tim [ ” +n _ 2n°+3n° +n)
n—r00 2n? 6n3
1 1
—64 (==
(2-3)
3—2
—64° %
6
64 32
6 3
Example 4.8.

The distance traveled by a particle with velocity v(t) = % fromt =0
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tot =101s
2 n
D = lim i?f) i
2
_ 250 n(n+1)(2n+1)
n—oo N3 6
. 250(2n® + 3n* +n)
= lim
n—00 6n3
5003 4+ 750n2 + 250n
= lim
n—o0o 6n3

500 250

6 3

190
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4.3 Definite Integrals

Mathematics compares the most diverse
phenomena and discovers the secret analogies
that unite them.

JOSEPH FOURIER

In the last lecture we saw how to calculate the area under a curve, and
the distance traveled by a particle, by considering limits of sums. The
sums from the last lecture are examples of Riemann sums, and the limits
of these Riemann sums are examples of definite (Riemann) integrals.

The Setup

To define Riemann sums and integrals in general, we need a few prelim-
inary definitions.

Let [a, b] be an interval. A partition P of [a, b] is simply a finite ordered
list of numbers in the interval [a, b] which starts with a and ends with b.
We will let z, denote a, z; the next value in the partition, z, the one after
that and so on, until we get to the end when x,, = b. So a partition is just
a list of numbers x, z1, x3, ..., ,, where

a=2)< T3 <Tp < < Tp_1<xy=0>0
For example, one possible partition of [3, 7] is
3,4,5.25,5.75,6.1, 7.
Another partition of 3, 7] is
3,3.1,3.2,3.9,4,6,6.999999, 7.

This is all a partition is: just a finite list of numbers in order.
We use the numbers in the partition P to break the interval [a, b] up
into pieces called subintervals. The partition P given by

a=Tg <11 < < Tp1<xTp=02>
cuts [a, b] into n subintervals:

[1:07',1:1]7 [I‘l,ﬂfg], [:C27‘T3]7 ) xn727‘xn71]7 [an,l,xn].
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We will let Az; denote the width of the i-th interval. That is,
Al’i =T; — Tj—1-

With this setup, we can now define a Riemann sum. A Riemann sum
of a continuous function f(z) over an interval [a, b] is a sum of the form

> f () Az
i=1

where P is some partition
Aa=Tg <11 < < Tp1<xTp=02>

of [a,b], and where z} is a any point inside the interval [z;_1, z;].

The z} points could be chosen in a number of different ways. We
could always take z] to be the left-hand endpoint of the interval (so z; =
z;_1), or the right-hand endpoint (z] = x;), or the midpoint of the interval
(v} = 2E2) or any other point. Different choices of z} will of course
give us different values for the Riemann sum, but this actually won't
matter for what we’re about to do next.

Given a partition P of [a,b] we define the norm of the partition, de-
noted |P|, to be the width of the largest subinterval: i.e., the maximum
value of Ax;:

|P| = max {Azy, Axg, -, Az, }.

We then define the definite integral of a function f(x) over [a, | to be
the following limit, if the limit exists:

n

lim Z f(z})Ax;.
i=1

So the definite integral is the limit of Riemann sums. If this limit exists,
we denote the value of the limit by fab f(z)dz:

/b f(z)dr = lim zn:f(x;")AxZ
a i=1

|P|—0

and we say the function f(x) is integrable over [a, b].

The above definitions apply for any partition P, so we can simply
things a little bit if we choose our partition to be the one that cuts [a, b] up
into n subintervals of equal width. In this case Az = 2%, and we can take
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z} to be the right-hand endpoint of the i-th interval, 2} = z; = a + 122,
We then may write

b n
/a f(x)dx—gi_{go;f(a—i—ib;a).b;a.

Example 4.9.
Express the following limit as an integral:

n 4\? 4
li 34+ =) - =
ng%o;<+n) -

Here f(z) = 2? and we're integrating over the region [3,7], so
this is the integral
7
/ 2’ dz.
3

We will later see that there’s a much simpler way to evaluate most
integrals, but for the time being integrals for us mean limits of Riemann
sums. In the last lecture we calculated some of these limits of Riemann
sums: we found

4 n 4i\?  4i\4 32
—_— 2 P 1 _— — — —_— T —
/0 ( T +4:L‘) dx n11_r>1010;1< (n) +4n - 3

10 42 "L (10,)% 10 250
—dt = i ~ ==
I M=
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In evaluating these limits we used some helpful formulas:

n

Z (f(4) £ g(i) = Z HOE: Zg(z‘)
Zkf(i) :kau)

" nn+1
21:2: ( 2+ )
5 nn+1)2n+1)

17 = .

6

M=

I
—

7

We add two more helpful formulas to this list.

Theorem 4.12.

With these at our disposal, let’s calculate some more integrals.

Example 4.10.
Integrate f(x) = 2® — 222 + z + 3 over [2, 5.

If we partition [2, 5] into n intervals of equal length, then each
interval has length Az = 2 = 2, and the right-hand endpoint of
the i-th interval is z; = 2 + 2. Thus
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5
/ (x3—2x2+:v—|—3) dz
2

195

r N\ 3 N 2 .
= lim ) <2+ﬁ> —2<2+ﬁ> +(2+ﬁ)+3 3
n—>00i:1_ n n n n
“ [ 36:i 542 2743 12 942 3i1 3
= lim ) 8+—+—2+—3—2(4+—+—2>+5+—]—
Hwi:l L n n n n n n n
" [ 36i 542 2743 24i  18i2 3i] 3
=M ) B ‘7‘?“’*5]5
[, 15 36i2 2737 3
=lm D Pt —ns}ﬁ
/15 45 1082 813
:JLHSOZ;<Z+F+ e W)
_ 15 — 45~ . 108, 8ln 5
:TLIEEO(?21+EZH—F 7 ﬁ z)
=1 =1 =1 =1
i (15 45 n(n+1) 108n(n+1)(2n+1) 81 (nn+1)\’
= 11m —_ _ _— _— _ _—
n—oo \ 1 n2 2 n3 6 nt 2
) 45 n?+n 108 2n2+3n2+n  S8ln*+2n3 + n?
— lim (154 —= . ek L L
n—00 2 n? 6 ns 4 n4
45 108 81
R R R
180 + 270 + 432 + 243
B 12
1125
12
375
4

Since we're talking about limits, we always have to ask ourselves if
the limit exists or not. It turns out, however, the limit will exist for nice
functions f(x) — in particular, every continuous function is integrable.
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Theorem 4.13.
If f(x) is continuous on the interval [a, b], then the definite integral fab f(z)dz
exists.

The following properties of integrals follow immediately from the
definition of the integral as a limit of sums:

Theorem 4.14.
Let f(z) and g(x) be two integrable functions, and let k be any constant.
Then for any interval [a, b] we have

b

/ab (f(z) £ g()) dx :/abf(x) dx:l:/a g(z) dx
[ wi@a =k [ @

b
/ ldz =b—a

Example 4.11.
Consider the function f(z) = = + /1 — (z — 1)2. By the above we
have

/02<m+ = (- 1) dx:/:xdx+/02mdm

If we recognize that y = /1 — (z — 1)? is the top half of a circle
of radius 1 centered at z = 1, and notice the area under the graph
y = z over [0,2] is a triangle with height 2 and base 2, then this
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integral becomes very easy:

Two less obvious properties are the following:

Theorem 4.15.
Let f be any integrable function and [a, b] any interval.

(Aaf@jdv:—:ébfwﬁdx

/aa f(z) dx =0.

The second property in the above theorem is easy to understand as
Az = =% = 0, so each Riemann sum is zero. The first property may
seem a little bit strange right now, but it will be useful later when we talk
about substitutions.

One very helpful property of integrals is the following;:

Theorem 4.16.
Let a < b < cand let f be any integrable function. Then

l%mmzév@m+lvmm
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Example 4.12.
Let f(z) be the function below:

f(x):{Qx ifl<zx<4

T if4<a<9

Evaluate [ f(z) dz.
Notice that by the above property we have

/f M—/f m+/ﬂ)
/ljxd:z—l—l/ g—diL’
:2/1 md$+§/4 2 dx

n n? 2
9 n’+n
=2 li 3+ —
ﬂ&(*@ 2 )
9
—2(3+2
(3+3)
=6+ 9

We can calculate each of these integrals separately:
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1 . 40i 2512\ 5
=3 lim > (16+ P F) "

1 80 — 200 125
i (25014 2055 225 )
11, 80n+200(n +n)+125(2n3+3n2+n)
=— lim
2n—o00 \ N 2n? 6n3
1 250
— (804100 + ==
2( 100 + 6)

12
—4O+5O—|—75
240 + 300 + 125
B 6
_ 665
6

9 4 1 9
/ f(x)dx—Z/ mdx—l——/ 2? dx
1 1 2 J4

665
15+ —
%

90 + 665

6
755

6

Inequalities & Total Area

It is sometimes necessary to relate the integrals of different functions over
the same interval.
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Theorem 4.17.
If f(x) and g(x) are integrable functions defined over [a,b] and if f(x) >
g(x) for every x in [a, b], then

/abf(x) iz > /abg(x) da.

Proof.

This follows immediately from the definition of the integral as a
limit of Riemann sums and the corresponding statements for limits
and summations. O

Corollary 4.18.
If f is integrable over [a, b] and if there exist constants m and M with

m < f(x) <M

for every x in [a, b], then

m(b— a) §/ flz)dx < M(b—a).

Notice this theorem and corollary imply that if f(z) < 0 for all =
in [a, b], then ff f(z)dxr < 0 as well. Graphically, whenever the graph
y = f(x) drops below the z-axis, the integral will be negative over that
interval.

Example 4.13.
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n n
=1 =1
) 1 1 n’+n
=lim |{—— -n+—
n—o00 n TL2 2
1
- —14=
jL2
B 1
2

Notice that if fab —f(z)dr = — fab f(z) dz. Thus when our integral dips
below the z-axis, we can still think about the integral in terms of areas to
tigure out the integral — we just have to remember to negate at the end.

Example 4.14.
Suppose f(z) is the function whose graph is given below. What is

Jo f(x)da?

}

\_/

v
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Notice that the graph is half of a circle of radius % Thus we know
the integral [, — f(z) dz mustbe T, so

/Olf(x)da:——g

Example 4.15.
What is the integral over [0, 2] of the function whose graph is given
below?

Different Interpretations

Definite integrals are ubiquitous in mathematics and have many differ-
ent interpretations, depending on what the function f(x) is supposed to
represent.

1. If f(z) > 0 on [a,b], then f; f(z) dx is the area under the curve y =
f(z) but above the interval [a, b] on the z-axis.
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2. If v(t) represents the velocity of a particle at time ¢, then f: v(t) dt is
the displacement of the particle from time ¢t = a to time ¢ = .

3. If p(z) represents the density of a wire at a point x in the interval
[a, b], then fab p(x) dz is the mass of the wire.

4. If I(x) is the electric current in a wire at a point z in [a, )], then
fab I(z) dz is the change in the charge across the wire.

5. If f(z) is the probability density function of a random variable,

then fab f(z) dx is the probability the value of the random variable
is between a and b.

6. If F'(x) is the force exerted on an object at a point z in-between a

and b, then f; F(z) dz is the work done by that force as the object
moves from a to b.

Example 4.16.
If you start walking up and down a straight path so that your veloc-
ity ¢ minutes after you start walking is

3
t)=4— =z
v(t) 5%
How far are you from your original position after 1 minute? What

about after two minutes?
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We find our displacement by integrating the velocity:
[ (1-3) ar-pm 3= (s-3(2)) -2
0 2 n—300 £— 2 \n n
-im > (5 -55)
= Jim (%il - %Z)

i=1 =1

3 2

o 3(2n° + 3n* +n)
n—o00 12713

B 1

2

_7

2

So after one minute we’re % feet to one direction of where we’ve
started.

If we repeat the calculation up to time ¢ = 2 we have:
? 3 - 3 (2i\*\ 2
4—=z*) dr = li 4——=|— S=
[(5) e S(-5(3))
(4 12¢2
=m > (5 5)
, 4 12 <
= Jim (52“% )

12(2n3 2
_ <4_ (2n° 4 3n —i—n))

n—00 27’L2

=4 — 12
—

Example 4.17.
Given a spring, we can measure the amount of force needed to dis-
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tort the spring by either stretching or compressing it. If it takes &
Newtons of force to stretch the spring 1 meter, then we will say the
spring has spring constant k. Then, in general, the force needed to
distort the spring by = metres is kz (this is Hooke’s law).

If we compress the string by ¢ metres, integrating the force at
each point as we compress gives us

¢ N A
— E e
/Ok:xdx ngr& k i

=1

kN
= lim — 7
n—00 n2
i=1
. k:_fzn(n +1)
n—o00 n2 2
= lim k_€2n2 )
n—oo 2 n2
_k:é2
2

This is the elastic potential energy in the spring after we compress
it.
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4.4 The Fundamental Theorem of Calculus

The only way to learn mathematics is to do
mathematics.

PAUL HALMOS

As we have seen, integrals have many interpretations and uses. How-
ever, they are extremely tedious to calculate as a limit of Riemann sumes.
In this lecture we introduce the fundamental theorem of calculus which
makes computing integrals much easier.

The fundamental theorem of calculus is really two theorems. The first
part promises us that antiderivatives of continuous functions exist, and
the second part uses antiderivatives to give us a tool for computing inte-
grals.

Fundamental Theorem of Calculus, Part I

We have seen in class some rules for computing antiderivatives of some
simple functions, and it’s easy to believe that we can extend our list of
rules to find antiderivatives of more interesting functions. However,
we have until now completely side stepped the question of whether an-
tiderivatives exist in general or not.

Theorem 4.19 (The fundamental theorem of calculus, pt. 1).
Let f be a continuous function on [a,b], and consider the function F de-
fined on [a, b] as follows:

F(z) = / ")t

Then F is continuous on [a, b] and is an antiderivative of f; that is, 3£ =

£,
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Proof.
First we prove continuity. Let zy € [a, b]. We need to show

im [ f(t)dt = / " rya.

T—rT0 @

Notice that because [ is continuous on [a, b], so is | f(t)], so it has a
global max and a global min. Let M be the max, and m be the min.

Notice
/ f(t)dt—/ Of(t)dt’

/w “ r) dt'

<M |xg — z|

|F'(z) = F(xo)| =

£
R

Let ¢ > 0 be given, and choose § =
|z —xo| <&
3
— |l’ — .I‘0| < M
— M|ZE = I0| <e€
= |F(z) — F(z0)| < e.
Thus F' is continuous.
Now we compute the derivative of F":

F(z+h)— F(x)

lim
h—0
x+h T
o e [ dr
o h—0 h
z+h
= lim fx ' f(8) dt
h—0 h

By the extreme value theorem, there is some a(h) in [z, z + h] so
that f(a(h)) is the global max over [z, z + h|; and some w(h) so that
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f(w(h)) is the global min over [z, z + h|. Notice that lim;,_,ow(h) =
limy_,0 a(h) = x and

z+h
fw(h)h < / F(&)dt < f(a(h)h,

SO

z+h
f(w(h)) < lim w

~ h—0

< f(a(h))

By the sandwich theorem, and continuity of f, taking the limit as h
goes to zero gives

z+h
fla) < lim 22O

~ h—0

< f(x)
and so

o p@) dt = [T F(t) de

/ 1
Fiz) = lim, h
= lim "’Hh f(¢) dt
h—0

=f(z).

The function defined in the theorem above looks very strange, but if
we are interpreting the integral as area under a curve, all this function
is doing is getting the under a portion of the curve, namely the portion
over the interval [a, z].

(Note to self: make a picture to go here.)

Though this function is written down in a weird way, the fundamen-
tal theorem of calculus tells us it is extremely easy to differentiate.

Example 4.18.

(a) The derivative of [, cos(v/?) dt is cos(y/T).

(b) The derivative of [, ¢*dt is 2.
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(c) The derivative of f; t3 dt is —a®. Notice that as the limits of in-
tegration have the variable x on the bottom, we have to switch
the order to make the function agree with the form given in the
theorem, and this makes us pick up a negative.

(d) The derivative of f;Q tan(t) dt is 2z tan(z?). Here we actually
have to use the chain rule. If F(z) = [ tan(¢), then our given
function is F'(z?), and so its derivative is F’(2?)2z.

Exercise 4.1.
Suppose f(z) is continuous at every point of the real line. What is
the derivative of [ f(t)dt?

Fundamental Theorem of Calculus, Part I1

With the existence of antiderivatives out of the way, we now turn to the
second part of the fundamental theorem of calculus, which gives us a
tool for computing integrals without having to resort to limits of Riemann
sums — at least provided we can compute the antiderivative of the func-
tion we want to integrate in some other way.

Theorem 4.20 (The fundamental theorem of calculus, pt. 2).
If f is continuous on [a, b] and F' is an antiderivative of f, then

/ f(z)dz = F(b) — F(a).

Proof.
We already know that [ f(¢) dt is an antiderivative of f, and since
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F' is another antiderivative we must have

Simply notice

Notice that the +C' that appears in the antiderivative we used to eval-
uate the integral above simply cancels out in the F'(b) — F'(a) expression.
For this reason we often don’t bother to write the +C when computing

antiderivatives to evaluate integrals in this way.
b

We will adopt the following notation: we will write F(z)| as short

hand for F'(b) — F(a).

a

Example 4.19.

(a)
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(b)

/10 2 13 10
—dt =
o 4 12

103

12
D)
250
3

(c) Consider the function

2z
f<x):{ Lifa<z<9

222

~ 9

=15+

1000

(1)
729 —

0

12
500

6

ifl<zxr<4

/ dac—/f dm—i—/f
/12.:1:d:v—|—/ — @

4
23
6

9

93 43
&-3)

64

211
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4.5 Indefinite Integrals and Net Change

Mathematics reveals its secrets only to those
who approach it with pure love, for its own
beauty.

ARCHIMEDES

In the last lecture we described the fundamental theorem of calculus
which tells us that integration is the opposite of differentiation, in the
sense that we can integrate a function to find its antiderivative: if f is
continuous on [a, b], then the function

Flz) = / oy

is an antiderivative of f. This observation, combined with the fact that all
antiderivatives of a function differ by a constant, tells us that derivatives
and integrals undo one another, and that integrals are very closely related
to antiderivatives.

Indefinite Integrals

A definite integral is by definition a limit of Riemann sums, and we can
evalute these integrals using the fundamental theorem of calculus.

The indefinite integral is just another way of saying the general an-
tiderivative. Notice the key distinction: a definite integral is a number,
while an indefinite integral is a function (really, an infinite family of func-
tions because we can always add on an arbitrary constant). We thus de-
note the general antiderivative of f(x) using integral notation: if F'(x)+C
is the general antiderivative of f(z), then we write

/f(:z:)d:v:F(as)+C.
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For example,

3 42
/(ZB2+4£B—3) dx:%—l—%—Bx—{—C

/ (cos(z) + V) dz :/ (cos(z) +2'/?) dx

"

3/5

/ (22209 40 = / cols 0 (SB:)I;Z 40
:/seCQtaHHdQ
=secl+C

=sin(x) + +C

Let’s make a list of all the things we know about indefinite integrals
(aka antiderivatives) so that you have a list of these in your notes:

/(f(x) +g(2) do = /f(x) dx—l—/g(x) da /kf(x) iy = k/f(x) iz

/x”dx::fi:llJGCrovidedn;é—l /%:W—FC
/sin(x) dr = —cos(z) + C /cos(ac) dr = sin(z) + C
/sec2(x) dr = tan(x) + C /CSCQ<$> dr = —cot(z) + C

/sec(x) tan(x) dz = sec(x) + C /csc(x) cot(x)dx = —csce(x) + C

There are many things we don’t yet know how to integrate: the even
something like tan(z) is outside of what we know how to integrate right

now, but you'll learn more techniques for integrating functions / finding
antiderivatives next semester in 112.
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Net Change

The second version of the fundamental theorem of calculus told us that
if F'(x) is an antiderivative of f(z), then

/f@szﬂ@—Fm)

Notice that this quantity represents the change in F' from x = a to x = b;
thus one way to interpret the fundamental theorem of calculus is that
integrating a function’s derivative tells us the net change in the function.

b
/ f(@) de = F(b) - f(a).

One example of this that we’ve already alluded to is displacement: if a par-
ticle moves up and down a straight line, its displacement is the difference
between where the particle started and where it stopped — regardless of
what happens inbetween. We can thus calculate displacement by inte-
grating the derivative of position — velocity.

If s(t) is the position of a particle at time ¢ and v(t) = s/(¢) is its veloc-
ity, then

/zwyuzgm—sm)

Example 4.20.
Suppose you walk up and down a sidewalk so that your velocity ¢
minutes into the walk is given by

v(t) = —100sin(t)

measured in metres per second, where we will adopt the conven-
tion that positive velocity means travelling to the right, and nega-
tive velocity means travelling to the left. How far are you from your
original starting position at time ¢ = 7. What about at time ¢ = 27?
To find the displacement we want to integrate velocity, thus at
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time ¢ = 7 our displacement is

/ —100sin(t) dt = — 100 cos(t)
0 0
= — 100 cos(m) — (=100 cos(0))

— —100(—1) 4 100 - 1
—200.

So you are 200 metres to the right of where you started at time ¢ = 7.
At time ¢t = 2 the displacement is

21

2
/ —100sin(t) dt = — 100 cos(t)
0 0
= — 100 cos(2m) — (=100 cos(0))

— —100(1) + 100 - 1
—0.

so we are back to where we started.

Notice that this displacement is not the same as distance travelled —
unless your velocity is always positive. For example, when the velocity is
negative (e.g., we're moving to the left) we’d calculate the displacement
to be the negative of the distance. To fix this we need to break the func-
tion up into intervals where the velocity is positive and intervals where
the velocity is negative, calculate the displacement on each interval (i.e.,
integrate), but remember to multiply the negative parts by —1 to make
them positive.

Notice that this is the same thing as integrating |v()|!

Example 4.21.
Find the total distance traveled if velocity is v(¢) = —100sin(t) and ¢
goes from ¢t = 0 to t = 27.
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2w 2
/ |v(t)|dt—/ | — 100 sin()] dt
0 0
s 27
:/ | — 100sin(¢)| dt +/ | — 100sin(t)| dt
0 ™
m 27
:/ —(—1OOSin(t))dt—|—/ —100sin(t) dt
0 ™

U 27
= / 100 sin(t) dt + / —100sin(t) dt
0 ™

T 27

+ —(—100 cos(t))
0
= (—100 cos(m) + 100 cos(0)) + (100 cos(27) — 100 cos(7))
=100 + 100 + 100 + 100

=400.

= — 100 cos(t)

s

Example 4.22.
If we have a wire whose density at a point x is p(z), then the integral

/a ' o) de

represents the mass of the portion of the wire between a and b.

Suppose the density of a wire of length four metres is given by
p(z) = 9+ 24/, measured in kilograms per meter, where z is mea-
sured in metres from one end of the rod. What is the rod’s mass?
What is the mass of the middle third of the rod?
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4

p(x)dr = i (9+2vx) dx

4
<9I + gl‘g/z)

4
=9.44 4
T3

—36+4 8
N 3
32

=36 + —
T3

108 + 32

r

4

0

217

Example 4.23.
Imagine a large, empty tank which we begin pouring water into.
Say t minutes after we’ve started pouring water into the tank, the
rate at which water is coming into the tank is 3¢* gallons per minute.
How much water is in the tank after 10 minutes?

We want to find V/(10), and we're told V(0) = 0 and 4 = 3%
Thus

V(10) =V(10) — V(0)

J
J

=3

=1000.

10 dV
—dt
dt

10
3t2 dt

10

0
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Example 4.24.

Imagine a large, tank which initially contains 250 gallons of water.
We begin pouring water into the tank so that ¢ minutes after we’ve
started pouring water into the tank, the rate at which water is com-

ing into the tank is * +‘/ gallons per minute. How much water is in
the tank after 20 mmutes?
We want to find V/(20), and we're told V(0) = 250 and %4 =

2+t
= Thus

V(20) =V/(20) — V(0) + V(0)

20 dV
= —dt
/0 0 + V(0)

20t2 i
:/ t\/_dt+250
0

20
:/ (t+t7) dt + 250
0

20

t2
= (— + 2\/Z) + 250
2 2
0 + 2v/20 + 250
:450 +2v/20
~458.94.

So after twenty minutes there’s about 458.94 gallons in the tank:

250 of those gallons were already there, and |; 20 4 dt ~ 258.94 were
added.
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4.6 Substitution

Education isn’t something you can finish.

IsAAC ASIMOV

Substitution in Indefinite Integrals

Recall that the chain rule tells us how to differentiate a composition of
two functions:

d
- f(9(@)) = ['(g(2))g(x).
Thus we know that the antiderivative of f'(¢g(z))g'(x) is f(g(z)) + C:

[ Fatag @) d = figle)) +

We can take advantage of this help us evalute certain types of integrals.
For example,

/sin(x2)2:c dx.
Here f'(g(x))g'(z) = sin(2?)2z, so f'(z) = sin(z), g(z) = z?, and ¢'(z) =
2z. We thus have
/sin(:z:Q)Qw dx = — cos(z?®) + C.

We can easily double-check that this is in fact the right antiderivative by

differentiating:
d

ol
As another example, consider

/\/6:52 — 22+ 3 (122 — 2) dx.

— cos(z?) + C) = sin(a?)2z.

If f'(g(x))g' (x) = V622 — 2z + 3(122 — 2), then we see that f'(z) = /z,
g(x) = 622 — 22 + 3 and ¢/(7) = 127 — 2. Notice if f'(x) = /z = z'7, then
f(z) = 22°% 4+ C. We thus have

(62> — 20 +3)"* + C.

Wl o

/\/6x2—2x+3(12x—2) dr =
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Notice that it would be okay if our integral was a multiplicative constant
away from being of the form f'(¢(z))¢'(z). For example, if we had

/\/6x2—2x+3(6x—1) dx

then we don’t have “the right” ¢’(x) as part of our integrand. But this is
easy to fix:

/\/6x2—2x+3(6x—1) dx

2
25/\/6x2—2x+3(6x—1) dx
/\/63:2—235—{—3(123:—2) dx

2
3
:% (627 — 20 +3)" + C

(62> — 20 +3)"* + C

1
2
1
2

Usually the way we solve problems using this sort of backwards chain
rule is to introduce a new variable, normally called u, which makes the
integral simpler. For example, in the integral

/\/6902 —2x 43 (122 — 2) dx

we may write u = 622 — 22 + 3. Notice that u is then a function of z, and
so we may consider its differential:

u=6x%—2r+3
d
— du :% (6x2 —2x—|—3) dx
=(12x — 2) dx

So in the original integral we can replace 622 — 2z + 3 with u, and (122 —
2)dx with du. Thus we have

/M(lQm—Z) dm:/\/adu.

This is much simpler to integrate:

2
/\/ﬂdu — §u3/2 +C.
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Now recalling that u = 622 — 22 + 3 we have

(622 — 22 +3)"

[GNIN )

just as before.
As another example, consider the integral

/ cos(x) - sin?(z) da.

If we introduce the variable u = sin(x), then du = cos(z)dz and we have

/cos(a:) -sin®(z) do = /sinZ(:U) -cos(x) dr = /u2 du

Now it’s very easy for us to integrate [ u*du:
3
/ u? du = % +C

But recalling that v = sin(z) we have

u’ oo sin®(z)

c
3 3

and so the antiderivative of cos(x) sin®(z) is 1 sin®(z) + C.

Because we are introducing a new variable in place of a more com-
plicated equation, this trick is called substitution, and since u is usually
the variable that gets used it is commonly referred to as u-substitution.
There’s nothing magical about using the letter u here, though — it’s just
a standard convention. We can just as easily substitute using a different
variable.

Example 4.25.
Calculate the following indefinite integral:

/tan(@) sec’(6)df

Let’s introduce the variable ¢ = tan(6), then dp = sec?(6)df, and
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SO
/tan(@) sec?(6)df :/gpdgo
2
_7
=5t C
:M +C.
2
Example 4.26.

Calculate the following indefinite integral:

I
v +2y+1
At first it’s not really clear what we should replace. If we try to

replace y* + 2y + 1, then we’d need a 2y + 2, which we don’t have.
However, if we notice that y? + 2y + 1 factors as (y + 1)?,

V=l
Y2+ 2y +1 (y+1)2

we might notice that we could easily replace y + 1. Let’s write x =
y + 1, s0 dv = dy. We then have

/L:/ dy
Y2+ 2y +1 (y+1)2

_d:v

2

:/:E_Qd:v

=—z'4+C
=—(y+1)'+C
=1l

=+ C.
y+1
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Again, if we're off by a constant factor, this is easy for us to compen-
sate for in the substitution:

Example 4.27.
Calculate the following:

/ 4y J
—dx
V1 -+ 8x3
Let’s introduce the variable u = 1+8z3. Notice that du = 2422 dx.
In our integral we don’t have 242 dz, we only have 4z* dz. But we

can easily fix this if we multiply by 6, however we then have to
divide by 6 as well:

1 2412
v1+ 8£C3

/—du
_6/ uw " du

dx

Lo
=20 +C
5 u’
1
:g V 1 + 81‘3 + C
Example 4.28.
Calculate the following;:
|
—F— ax
1+ 2z
Let’s try to do the substitution © = 1 + 2z and see what happens.
If u = 1+ 22 then du = 2dz. Notice that our z in the numerator
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doesn’t get replaced. This is a problem, but one we can get around.

u=14+2r — u—-1=2r — :c:u;1
So when we replace u by 1 + 2z, we replace x by “5=. Notice also
that dz gets replaced by 3du.
Thus

[ [

<§u3/2 — 2u1/2) +C
2
<§ (1+22)%% — 201 + 2:1:)1/2) +C
1
14 2z)%% — 5\/1 95+ @

Substitution for Definite Integrals

Just as we can do substitution in indefinite integrals, we can also perform
substitution in definite integrals. There is only one small thing we have
to wrry about: the limits of integration. When we have an integral of the

form
[t

we do the substitution u = g(x), du = ¢'(x)dz to rewrite the integral as

/ F(u) du.
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If we want to put limits of integration on this, then our second integral is
in terms of u, so its limits of integration should be in terms of «. That is,

b g(b)
/ F(9(@))d(x) da = /() F(u) du.

Example 4.29.

u® du

/01(x+1)2dx:

[\

|:03>xw

—_

W[

Wl TW| o ¢y

Let’s double-check that this is the right answer:
1 1
/ (z +1)° da::/ (2 +22+1) dz
0 0

x3 ) !
(eres

1
=—+1+1
s +1+

14343
3

0

{
3

Notice in this example that before doing the substitution, = is between
0 and 1. When we do the substitution we replace x + 1 with u. So as x
goes from 0 to 1, we have that u goes from 1 to 2.
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Example 4.30.

2
/ zvr — 1ldx
1

Let’s do the substitution © = z — 1. Then du = dz. Notice that if
u=x — 1, then v = u + 1. The integral is thus

AQxJ;dex:i/%u%ﬁDvﬂdu

0

_/1( 3/2+u1/2)d

1
u5/2 3/2
_l’_

L2
3

0

2
5
_6+10
15
16

15

Example 4.31.

2
/ (62 — 4)'" dx
0

Let’s do the substitution © = 6z — 4, so du = 6dz, and dx = %du.
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Notice that when x = 0, u = —4; when x = 2, u = 8.

2 8
d

/(636—4)6[90:/ ul
0 4 6

Example 4.32.

Integrate

2
/ (x +3) V4 — 2% dx.
2

Let’s first split up our integral as
2 2
/ V4 — 22 dx +/ 3vV4 — x?dx.
-2 -2

For the integral on the left we can do the substitution u = 4 — 22,
du = —2z dx and so

2 1 0
/x\/4—x2dac:—§/ Vudu
2 0

=0.

For the integral on the right let’s notice

2 2
/ 3\/4—x2dx—3/ V4 —x2dx
—2 2
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We can determine [ —2%/4 — 22 dz geometrically: this is the area of
a semicircle of radius 2 centered at the origin, so

2

/ V4 —x2dx—3—:67r

Example 4.33.
Suppose a tank containing 100 gallons of oil begins leaking and ¢
hours after the leak begins the oil is leaking out at a rate of

100£3v/5¢2 + 4

gallons per hour. How much oil is left in the tank after one hour?

By the net change theorem, we know the change in the volume
of the oil in the tank is the integral of the rate of change. Here that
rate of change is

dv
—= —1003v/5t2 + 4

since the volume is geting smaller (oil is leaking out). So the volume
after one hour is V(1) which we can express as

V(0) +V(0)

/ —dt+V

= / —100t3v/5¢t2 + 4 dt + 100.

0

Thus our main goal is to compute the integral

1
/ —1003V/5¢2 + 4 dt.
0

Let’s perform the substitution

u=>5t2+4
du = 10t dt.
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There is a 10¢ hiding in our integral:

1 1
/ —100t3v/5¢2 + 4 dt :/ —10t2V/5¢2 + 410t dt.

0 0

So our u substitution turns “most” of the integral into \/u du. But
we need to take care of that —10¢? out front.

Let’s notice that if u = 5t + 4, then 5t> = u — 4, so —10t> =
—2(u —4) =8 — 2u.

Now we can rewrite our integrand as (8 — 2u)\/u. Notice that
our limits of integration change to v = 4 and v = 9.

The integral is thus

9 9
/ (8 — 2u)y/udu = / (8u1/2 - 2u3/2) du
4 4
9
_ (16,5 2
3 50 ),

— Egi‘/2 — 4_195/2 — E43/2 — %45/2
3 5 3 5

~ —67.47

So the tank lost about 67.47 gallons over the course of an hour,
and 32.53 gallons remain in the tank.

Example 4.34.
Suppose that f(z) is a continuous function and fog f(z)dz = 4. What
is f03 xf(z?) dx?

Let’s perform the substitution u = 2?, du = 2xdz. Then our
integral may be rewritten as

/ngf(q:Z)da::
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Example 4.35.
1/2 sin~1(z
Compute [,”* ?iz’) dx.
If u = sin"'(z), then du = /1 — 22 and our integral becomes
/6 2 |™/6 2
/ wdu = = z
0 2

o 72

Lemma 4.21.
If f is a continuous even function (i.e., f(—x) = f(x)), then for every a,

/_Zf(x)d:c:Q/oaf(x)dx.

Proof.
Let’s first split our integral up as

/_(:f(x)dw+/()af(x)dx

Now the first integral we could rewrite as

/if(m) = —/O_af(x) 9

Now let’s perform a (not so obvious) substitution, v = —z, du =

—dx. Then
_/Oaf(x)dx:/Oaf(u)du:/oaf(x)dm

and combining this with the other integral above we have the result.
O
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Exercise 4.2.
Use substitution to show that if f is a continuous odd function (i.e.,
f(—=z) = — f(x), then for every a,

/_if(a:)dx:().




	Contents
	Introduction to the Course
	College-level mathematics
	Calculus at WCU
	Dr. Johnson's sections
	How to do well in this course
	A warning

	Limits & Continuity
	Limits
	Properties of Limits
	Continuity
	The Sandwich Theorem
	Limits at Infinity and Horizontal Asymptotes
	The - definition

	Differentiation
	Rates of Change
	Differentiability
	Derivative Rules
	Derivatives of Trig Functions
	The Chain Rule

	Applications of Derivatives
	Implicit Differentiation
	Related Rates
	Linearization & Differentials
	The Mean Value Theorem
	Curve Sketching
	Optimization
	L'Hôpital's Rule

	Integration
	Antiderivatives
	Riemann Sums
	Definite Integrals
	The Fundamental Theorem of Calculus
	Indefinite Integrals and Net Change
	Substitution


