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Introduction to the Course
Difficulties strengthen the mind as labor does
the body.

Seneca the Younger

Welcome to Math 256, which is the third and final course in the cal-
culus sequence at Western Carolina University. Our goal in this course
is to take the calculus from the first two courses (Math 153 and 255 at
WCU) and make it “useful.” That is, the tools you learned in those classes
(such as differentiation and integration) and their applications (such as
solving optimization problems) can not be directly applied in many sit-
uations because they have a fundamental limitation: they assume you
are only working with one variable. For example, the calculus you know
thus far relating a particle’s position to its velocity via differentation cur-
rently only applies when the particle is moving in a straight line. Parti-
cles can, of course, move in much more complicated ways. One of our
primary motivations in this course is to extend the calculus you currently
know to these more general situations. To do this we will have to come to
terms with higher-dimensional space and functions of several variables,
and the first part of the course is essentially devoted to making sense of
these ideas and learning about the basic tools we need to do mathematics
in these more general settings.

After spending some time setting up the basic “environment” for our
mathematics, we begin discussing how to do calculus with multivariable
functions. That is, we will learn how to differentiate and integrate these
types of functions. As we will see, much of this material is a straight-
forward generalization after we’ve developed the appropriate background.
(There are, however, some subtleties and quirks that can trip us up if we
aren’t careful.) We will also see applications of calculus of multivariable
functions, for example in solving optimization problems including prob-
lems which have constraints.

Finally, towards the end of the course we will introduce the main ideas
of “vector calculus.” Whereas much of the material up to this point will
be a straight-forward generalization of material you’ve seen before, here
we start to develop some fundamentally new ideas. These topics (namely
vector fields and line integrals) are of fundamental importance in modern
mathematics and physics. (In fact, understanding the various conditions
in which we can solve certain problems relating to these topics influenced
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INTRODUCTION TO THE COURSE v

a large part of research mathematics in the late 19th and early 20th cen-
turies.) Because of time considerations, our discussion of these topics will
necessarily be incomplete, but we will at least be able to describe some of
the main ideas and important results.

How to study for this course
This course covers a lot of material, so we will necessarily have to move
through some of that material quickly. Additionally, each topic in this
course builds on the previous topics. As a consequence, it can be very
difficult to get up to speed if you start to fall behind, and so you need
to take studying for this course seriously at the very beginning of the
semester! You will be expected to watch video lectures outside of class,
read the lecture notes and the textbook, and complete assignments on a
regular basis. The best way to do all of this is to make a plan about when
you’re going to study at the very start of the semester.

Everyone is different and everyone learns differently, but each student
needs to make an effort to study this material outside of class on a regular
basis if they hope to be successful. Some general guidelines for studying
are the following:

• Make a point to study every day.
• Read the lecture notes and textbook regularly, ideally before coming

to class.
• Read and study incredulously: don’t simply take what you read in

the notes or hear in a lecture as a factoid to memorize, but think
about why it’s true.

• Start on assignments early.
• Discuss the material with other students in the class; work together

on assignments.
• Look for extra problems to practice with online or in a textbook.
• Ask lots of questions.

It’s important to emphasize that you need to be working outside of class
on a regular basis, and that just coming to class and hoping you will un-
derstand things is not a strategy for success.

Serious study, especially of a technical topic such as multivariable cal-
culus, can be very daunting, especially at first. If you can get into a habit
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of studying, though, it does become easier with time. For example, if you
have an hour inbetween your classes at some point in the day where you
don’t have anything else scheduled, it would be a good idea to make a
habit of going to the library and just reading the notes and working on
problems during that time. Even if it’s hard to find an entire hour free
in your schedule, studying for just fifteen or twenty minutes each day is
much, much better than not studying at all.

Recognize this class will be difficult

There is no denying that this class will be challenging. The material can be
technical, new ideas we introduce can be hard to wrap your head around
at first, and there is a lot of work involved. It’s easy to feel overwhelmed,
especially if you allow yourself to slip into bad habits such as putting
assignments off until the last minute and limiting your studying to cram-
ming before an exam. The best way to avoid these bad habits is to recog-
nize up front that this class will be hard and you will have to work hard
to understand the material. Again, get in the habit of studying every day
and starting assignments early. Even when you feel frustrated, it’s im-
portant to make an effort to keep trying to work with the material and
understand it by studying regularly. The worst thing you can do is give
up.

It’s okay to be confused and frustrated while studying. Learning is hard,
especially when it comes to difficult material. Getting frustrated or con-
fused doesn’t mean you’re a bad student and it doesn’t mean you can’t
learn the material. The most important thing is to persist, and even though
it can be hard to believe it at the time, you can learn and understand the
material.

Get help when you need help

You are always encouraged to discuss the material in this course with
other students and the instructor. When you are struggling with a topic or
can’t seem to get started on a particular problem, sometime just bouncing
ideas off another person can help you reach that “ah-ha!” moment when
the material starts to click. These moments don’t happen out of the blue,
however: you have to make an effort to think about the material and talk
through it with someone to have those epiphanies.

You should always feel welcome to contact the instructor when you
are having trouble. This can be done during office hours, or over email,
or just by asking a question at the start or end of class. Having questions



INTRODUCTION TO THE COURSE vii

is a good thing! Questions show that you’re thinking about the material,
and that’s what you have to do to understand the material, which in turn
is what you have to do to do well in this class.

In addition to the instructor and your classmates, you should consider
visiting the Mathematics Tutoring Center located in Killian Annex when
you are having trouble. While not every tutor will necessarily be able to
help you with every problem, there are very good students that under-
stand this material very well working in the MTC, and they can be a very
valuable resource as you study and work on assignments.

Take breaks

Even though studying regularly is important, it’s also important that you
take breaks while studying. You may find that it’s difficult to focus on
reading and thinking deeply for long periods of time if you’re not accus-
tomed to intense studying. For example, you may find that after only
ten minutes it’s hard to pay attention and that your eyes just glance over
words on a page without you consciously thinking about what you’re
reading. This is normal and it does get easier to study for longer periods
over time as long as you make an effort to study regularly. When you notice
that you’re not “really” studying, take a break to do something you enjoy
for a few minutes. Just five or ten minutes might be all you need to reset
and be ready to focus again.

Remove distractions

Students sometimes believe they are capable of multitasking and try to do
several things while they are studying. For example, you might “study”
while simultaneously responding to texts from your friends, and periodi-
cally checking your email (or Snapchat or Twitter or Tinder, or whatever),
while also listening to music, while also chatting with a friend that’s phys-
ically nearby. This is not truly studying. To actually study you need to
remove yourself from all these distractions and focus on one thing at a
time. This might mean that you need to physically isolate yourself in the
library while you’re studying and you might need to turn your phone off
(off is better than silenced) while you’re trying to study.

Don’t just find time to study, make time to study

Everyone has a lot of commitments and responsibilities in their life out-
side of their classes, and that’s a good and normal thing. Sometimes,
however, these other commitments can make you think you have less time
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than you really do and make it seem like there aren’t enough hours in the
day for you to study. Learning to effectively manage your time and prior-
itize your studying is really the big secret to success in your classes. This
might mean that you have to concessions with some of your free time
in order to make time to study. For example, perhaps there’s a partic-
ular video game that you enjoy playing and you play it for a few hours
each day. If you’re playing video games, or watching movies, or aimlessly
scrolling through Twitter/Facebook/Instagram/Snapchat/Whatever, etc.
for a few hours each day, then you can’t really claim that you don’t have
time to study. You instead have to put your studying ahead of these other
activities. (Notice this doesn’t mean you have to give up those activi-
ties! It’s important to have other things in your life you enjoy doing, you
just have to prioritize studying if you want to do well in your classes.)
You might have to make a deal with yourself that you will not play that
game you love until after you’ve spent at least thirty minutes reading and
started an upcoming homework assignment.

Math is not a spectator sport

You likely have been in the situation before where an instructor works a
problem on the board in class and everything makes complete sense, but
when you try to do a similar problem on your own (either while studying
independently, or in doing a homework assignment, or a problem on an
exam) you don’t even know where to start. This is extremely common,
but the only way to rectify this is for you to solve problems by yourself.

Unfortunately a lot of students fall into the trap of seeing someone else
work through a problem, or reading through someone else’s solution in
a book or online, and thinking that they suddenly understand how to
solve the problem on their own. However, as you have probably experi-
enced, this is not a substitute for actually doing the hard work of thinking
through a problem on your own. People sometimes say math is not a spec-
tator sport: the only way to learn math is to do math.

I mention this here mostly go caution you that while discussing the
material with other people, reading in the book or lecture notes, and look-
ing material up online is all well and good, until you sit down and work
through a problem on your own (i.e., without having to look at notes, ask
other people for help, etc.), you don’t truly know the material. The first
time you work a particular type of problem you probably will need to
look things up, ask for help, and so on, and that’s completely fine, but your
goal should be to repeat these problems until they become second-nature
and you can complete them independently.
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Other resources
There are lots of resources online that you may want to consider looking at
while studying. Simply Googling for “multivariable calculus” will bring up
many sites with notes, exercises, sample exams, etc., and you are welcome
(and encouraged!) to use any resource that you find helpful. Here are a
few particular things you might find helpful.
OpenStax Textbook

https://openstax.org/details/books/calculus-volume-3

This is the official textbook for our course. We will cover some of the
material out of order compared to the textbook; we will also omit
some things from the book; and cover some things not mentioned
in the book. I think of the textbook as the secondary resource for
this class and these notes as the primary resource. One nice feature
of the textbook, however, is that it has a lot of extra exercises for you
to practice with, so I encourage you to look at these exercises in the
textbook that correspond to what we are discussing in class each
week.

Paul’s Online Calculus Notes
Notes: https://tutorial.math.lamar.edu/Classes/CalcIII/CalcIII.
aspx

Pratice Problems: https://tutorial.math.lamar.edu/Problems/

CalcIII/CalcIII.aspx

Paul’s Online Calculus Notes are a nice and easy-to-read reference
for most of the material we will discuss in this class. These notes
also have a nice set of practice problems which have well-written
solutions available.

MathInsight
Multivariable Calculus: https://mathinsight.org/thread/multivar
Vector algebra: https://mathinsight.org/thread/vector_algebra
MathInsight is a nice website that tries to provide intuitive descrip-
tions of a variety of topics related to this course. Some of the topics
are a bit “sporadic” and so it’s not a complete, comprehensive re-
source for everything we will discuss, but it does have nice descrip-
tions of many topics.

A note on the lecture notes
These lecture notes have evolved from my original handwritten notes con-
taining examples I wanted to cover when I first taught multivariable cal-

https://openstax.org/details/books/calculus-volume-3
https://tutorial.math.lamar.edu/Classes/CalcIII/CalcIII.aspx
https://tutorial.math.lamar.edu/Classes/CalcIII/CalcIII.aspx
https://tutorial.math.lamar.edu/Problems/CalcIII/CalcIII.aspx
https://tutorial.math.lamar.edu/Problems/CalcIII/CalcIII.aspx
https://mathinsight.org/thread/multivar
https://mathinsight.org/thread/vector_algebra
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culus in graduate school. Over time I’ve tried to flesh out details and turn
the notes into something that students can read to supplement the text-
book. At this point I think of these notes as the primary resource for the
course, and so if a student wasn’t able to read both these lecture notes
and the textbook, I think they should prioritize the lecture notes. If there
is one major problem with the notes, it is that they don’t contain many
exercises for students. The textbook, however, has lots of exercises and so
I would encourage students to look there for extra problems to practice
with.

These lecture notes are a perpetual work in progress and are likely
to contain typos and errors in places, but hopefully these mistakes are
minor issues and not fundamental problems. Please feel free to email me
(cjohnson@wcu.edu) if you notice any mistakes.

Proofs

Some, but not all, of the theorems that appear here have an accompany-
ing proof. You should not feel obligated to read through these proofs if
you do not want to. The proofs are mostly included for the sake of com-
pleteness and to satisfy the curiosity of any interested student. Students
that are mathematics majors may want to make an effort at understand-
ing the proofs just as a personal exercise to familiarize themselves with
proofs, but the proofs are not necessary to understand the main ideas,
computations, or applications of the material here.

At some point in the future I hope to add proofs of each theorem that
appears in the notes, but place the proofs in an appendix so they don’t
distract from the main text.



1Preliminaries
The White Rabbit put on his spectacles. “Where
shall I begin, please your Majesty?” he asked.
“Begin at the beginning,” the King said gravely,
“and go on till you come to the end: then stop.”

Lewis Carroll
Alice’s Adventures in Wonderland

Multivariable calculus is concerned with extending the calculus you
have learned thus far to functions of several variables. As a consequence,
we will be doing calculus in higher dimensional space. That is, when
considering a function of one variable, f(x), we are often interested in
the graph y = f(x) which is a curve in the plane. If we have a functions
of two variables, however, say f(x, y), then instead of defining a curve in
the two-dimensional plane, the graph of such a function is a surface in
three-dimensional space. We can go further and consider the graph of a
function of three variables, f(x, y, z), which would be three-dimensional
object living in four-dimensional space. Though we may not be able to
easily visualize such an object, all of the calculus we will develop will
apply to these and even higher-dimensional objects.

In this chapter we introduce the basic ideas of three-dimensional (and
higher dimensional) space, as this material may not be familiar to many
students. That is, the goal of this first chapter is simply to set the stage and
prepare us with the basic tools we need do calculus in several dimensions.

1.1 Three-dimensional space
In this section we will introduce three-dimensional space and briefly talk
about some of the geometric objects that live in three dimensions. In par-
ticular, we’ll describe the distance formula for telling how far two points
in 3-space are from one another. We’ll then use this formula to derive
the equation of a sphere. Finally, we’ll discuss the coordinate planes and
some very simple types of surfaces.

Introduction
What does it mean to say something is one-dimensional, two-dimensional,
three-dimensional, or eleven-dimensional? We hear a lot about how we

1



CHAPTER 1. PRELIMINARIES 2

all live in a three-dimensional world, and maybe you can believe that we
really live in a four-dimensional world where time is the fourth dimen-
sion. But what does all of this really mean?

For us the notion of “dimension” will be a little bit informal and hand-
wavy. We could spend some time trying to formally define dimension,
but this would take up too much time. For what we want to do in this
class, we’ll just say that if an object is n-dimensional, this means you need
at least n numbers to specify a point in that object.

Consider the real number line. If you want to specify a point on the
line, you just need a single number: this number tells you how far away
from zero you are on the line (this is the absolute value of the number)
and whether you’re to the left or right of zero (depending on whether that
number is positive or negative). Thus the real line is one-dimensional.

0 2−3.7

Figure 1.1: The real number line is one-dimensional.

What about the Euclidean plane (the xy-plane)? Here you need two
numbers to specify a point: an x-coordinate and a y-coordinate. Once you
have those two pieces of information, you can uniquely identify a point
in the plane. As we need two pieces of information to determine a point
in the plane, the plane is two-dimensional.

x

y (1.5, 2.8)

2.8

1.5

Figure 1.2: The plane is two-dimensional.

This notion of dimension may seem straight-forward, but it can be a
little bit misleading. For example, what’s the dimension of a circle (e.g.,
what’s the dimension of the collection of points satisfying x2 + y2 = 1)?
Your first guess might be that the circle is two-dimensional since it lives
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inside the two-dimensional plane, but the circle is only one-dimensional!
If you know the angle θ of the point, measured from the positive x-axis,
then you know the point; see Figure 1.3. Since you only need one number
to specify a point on the circle, the circle is one-dimensional.

θ

Figure 1.3: The circle is one-dimensional.

Notice that in the case of the circle, you could also use two numbers
(x- and y-coordinates) to specify a point. We are defining dimension to
use as few numbers as possible, however, and this is why the circle is one-
dimensional.

As another simple example, consider an annulus (aka a ring). This is
the collection of all points satisfying an equation of the form a ≤ x2 +y2 ≤
b. The case when a = 1 and b = 4 is illustrated in Figure 1.4 on the
following page. What’s the dimension of this annulus? Notice here we
can’t get away with just knowing an angle, because there will be lots of
points that have the same angle. Once we specify an angle, we then need
to specify which one of these points we mean and this makes us use up
another number. So the annulus is two-dimensional.

In this course we’ll mostly care about two-dimensional objects that
live inside of three-dimensional space. It will take some time for us to
get through all of the details and background of what exactly this means,
so we’ll begin by simply defining three-dimensional space. Before we do
that, though, we need to make one small technical detour.

Sets
In this course it will be convenient sometimes to use the language of “set
theory” to describe some of the objects we will consider. We won’t spend
any time in the “theory” of set theory; we will just adopt the language
and notation, and even this we will do in a rather informal way.
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Figure 1.4: The annulus, 1 ≤ x2 + y2 ≤ 4, is two-dimensional.

Remark.
Most modern mathematics is described using set theory, and if you
continue to take mathematics courses you will eventually take a course
on logic and proof where you will learn more about the nitty gritty
details of set theory that we’re skipping over here.

A set is simply an unordered collection of objects, and those objects
are called the elements of the set. The sets we will consider in this course
will consist of either numbers or points in space. It’s a pretty good bet
that every single mathematical “object” you’ve dealt with before is ac-
tually set, even if you’ve never heard the terminology; circles, lines, and
solutions to equations are all examples of sets.

The collection of all real numbers (all numbers you can represent as
a decimal expansion, including infinite expansions) is denoted R. Geo-
metrically this corresponds to the number line: every point on the line
corresponds to a unique real number, and every real number determines
a unique point. The two-dimensional plane – the set of all ordered pairs
(x, y) – is denoted R2 because it takes two real numbers to specify any
point.

Geometric objects living inside the plane can also be described as sets.
The unit circle centered at the origin, for example, can be thought of as
the following set which we’ll denote C:

C =
{

(x, y) |x2 + y2 = 1
}
.

What this notation means is that C refers to the collection of all ordered
pairs, (x, y), which satisfy the equation x2 + y2 = 1.
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Now say that P is some point in the plane. If P is an element of the
circle – if the coordinates of P satisfy the equation x2 + y2 = 1 – then we
write P ∈ C. The symbol ∈ establishes a relationship between the point
P and the circle C: it says P is a point that lives on the circle C. If Q was
some other point in the plane which did not live on the circleC, we would
write Q /∈ C. For example,

(√
2

2
,
√

2
2

)
∈ C, but (3,−2) /∈ C.

We will use these symbols∈ and /∈ repeatedly throughout the semester,
so it’s good to go ahead and get used to them.

Remark.
In this course, “sets” are just a language that we will use from time
to time. We don’t need to know anything very deep about sets, and
the things that we do need to know we will see through examples
over and over. If you’re particularly curious, though, you may read
Appendix B to see a little bit more about sets. This, however, is com-
pletely optional and you shouldn’t feel obligated to read that ap-
pendix if you don’t want to.

Cartesian coordinates
Recall that the two-dimensional Euclidean plane is represented by R2:
that is, every point in the plane can be represented by a pair of two real
numbers called the x-coordinates and y-coordinates of that point. Three-
dimensional space is basically the same idea, but with one extra piece of
information which we’ll denote with the letter z.

That is, three-dimensional space is represented by triples (x, y, z) of
real numbers. The collection of all such triples is denoted R3:

R3 =
{

(x, y, z)
∣∣x, y, z ∈ R

}
.

Verbally, we sometimes say “3-space” or “R-3” to denote this space; it’s
just a little bit quicker than saying “three-dimensional space” every single
time.

Just as the two-dimensional plane is normally represented graphically
as a pair of orthogonal lines (i.e., two lines that meet at a 90◦-angle), called
the x-axis and y-axis, in 3-space we have three lines that meet at 90◦-angles:
the usual x- and y-axes, plus a new z-axis. See Figure 1.5 on the next page.
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x

y

z

Figure 1.5: The x-, y-, and z-axes in R3.

By convention, we will use the right-hand rule to tell us how the x-, y-,
and z-axes are oriented. This means that if you take your right hand, and
your fingers point in the direction of the positive x-axis with your palm
pointing towards the positive y-axis (so, in closing your hand to make a
fist, your fingers would curl from the positive x-axis towards the positive
y-axis), then your thumb will point in the direction of the positive z-axis.
This is just a convention that people have adopted over the years. This is
similar to the way that in the two-dimensional plane, by convention, the
positive x-axis points to the right, while the positive y-axis points up. Of
course, you could just arbitrarily decide, in two dimensions, that you’re
going to draw the positive y-axis pointing to the left and the positive x-
axis will point up, but then the pictures you draw in the plane will be
flipped around from what other people draw. By having a convention
like this, you’re sure that any picture you draw matches up with anyone
else’s picture. The right-hand rule is the same sort of idea in three dimen-
sions: it’s just there so that the images people draw in three dimensions
are consistent.

Remark.
Since the page or screen you are reading this document on is two-
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dimensional, any three-dimensional picture we try to draw, such
as the axes in Figure 1.5 can be a little bit ambiguous. It is help-
ful, therefore, to sometimes use software to graph objects in three-
dimensional space so that you can rotate the objects on the screen
and get a better feeling for what’s happening.

If you imagine that the usual Euclidean, xy-plane is the floor, then the
z-axis sticks up out of the floor pointing straight up. This tells us how the
(x, y, z)-coordinates of a point specify the point’s position in 3-space. Say
we have some point, call it P , and the coordinates of P are P = (a, b, c).

Remark.
Some people use the notation P (a, b, c) whereas we use P = (a, b, c)
here. Both of these are common, so you should be aware of these
notations if you look in different textbooks or for material online.

In order to find the point the point P = (a, b, c) in 3-space, we first
locate the point (a, b) in the xy-plane, and then c tells us how far above or
below the point (a, b) in the xy-plane the point P is. The standard con-
vention is that if c > 0, then the point is above the xy-plane; and if c < 0,
then the point is below the xy-plane.

Consider the point P = (1, 2, 3). To locate this point, we find the point
(1, 2) in the xy-plane, and then go straight up three units from that point.
See Figure 1.6 on the following page.

Another way to think about this is to move from the origin to the point,
one step at a time, using the coordinates to tell you how far to step each
time. That is, to find P = (a, b, c), we start at the origin and then walk a
units along the x-axis. (The direction we walk on the axis – left or right –
depends, of course, on whether the value a is negative or positive.) Then
we turn so that we’re pointing in the same direction as the y-axis (or in the
opposite direction, if b < 0), and walk b units. Finally, we look straight up
(or down) and walk (fly?) c units to our point. In the case of the points
P = (1, 2, 3) and Q = (3,−2,−1), this is illustrated in Figure 1.7 on the
next page.
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y

z

P = (1, 2, 3)

Figure 1.6: The point P = (1, 2, 3).

x

y

z

Q = (3,−2,−1)

P = (1, 2, 3)

Figure 1.7: The points P = (1, 2, 3) and Q = (3,−2,−1), with lines indi-
cating how to get to the points from the origin.

The distance formula
Given two points P,Q ∈ R3, we’d like to know how far away P and Q
are from one another. That is, if we were to fly a spaceship around from
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point P to point Q, how far would that ship have to go? We will suppose
that the shortest path between the two points, P and Q, is given by a line
segment.1 So, really the question we need to answer is “how long is the
line segment that connects P to Q?” Before we answer that question in
three-dimensions, let’s briefly recall the answer in two dimensions.

Distances in two dimensions

In order to compute distances in two dimensions, we need to recall the
Pythagorean theorem:

Theorem 1.1 (The Pythagorean Theorem).
If T is a right triangle whose hypotenuse has length c, and whose other legs
have lengths a and b, then a2 + b2 = c2.

Remark.
In order to streamline these notes, proofs of theorems are not given
in the main part of the text and are instead placed in Appendix A
on page 357. The proofs are included mostly for completeness and
to satisfy any particularly interested students, but are not required
reading for any student.

We can use the Pythagorean theorem to determine the distance be-
tween two points. Let’s say P = (x0, y0) andQ = (x1, y1) are two points in
the plane and we draw a line segment between them, as in Figure 1.8 on
the next page. Then we add two more lines to get a right triangle whose
hypotenuse is the line between P and Q, as in Figure 1.9. Notice that the
lengths of the legs of this triangle are ∆x = |x1 − x0| and ∆y = |y1 − y0|.

1You might think it sounds silly to suppose the shortest path is a line segment – isn’t
the shortest path always a line? It depends on the geometry you’re working with. We’ll
almost exclusively consider Euclidean geometry in this class, and so the distance is given
by the length of a line segment. However when we discuss arclength of curves later,
we’ll very briefly talk about hyperbolic geometry, and there you’ll see an example of a
geometry where the shortest path between two points isn’t a straight line.
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This means that the length of the hypotenuse (and so the distance be-
tween P and Q) is given by√

(∆x)2 + (∆y)2 =
√

(x1 − x0)2 + (y1 − y0)2.

This distance between P and Q is sometimes denoted |PQ| or d(P,Q).

P = (x0, y0)

Q = (x1, y1)

Figure 1.8: Two points in the plane.

∆y = |y1 − y0|

∆x = |x1 − x0|P = (x0, y0)

Q = (x1, y1)

(x1, y0)

Figure 1.9: Given any two points, we can construct a triangle whose hy-
potenuse has the same length as the distance between those two points.

Distances in three dimensions

To compute the distance between two points P andQ in 3-space, we want
to do the mimic what we did in two dimensions: represent the distance
between two points as the hypotenuse of a triangle, and then use the
Pythagorean theorem to determine the hypotenuse’s length. Let’s say
our points have coordinates P = (x0, y0, z0) and Q = (x1, y1, z1). We draw
a line segment between these two points, and then construct a triangle
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whose hypotenuse is this line segment, as in Figure 1.10 on the following
page.

Remark.
The triangle in Figure 1.10 really is a right triangle, but because of
the perspective it may not appear to be a right triangle on a screen
or piece of paper.

x

y

z

P = (x0, y0, z0)

Q = (x1, y1, z1)

(x0, y0, z1)

Figure 1.10: The triangle whose hypotenuse we care about.

Now we have a little bit of a problem: to figure out the length of this
hypotenuse, we need to know the lengths of the other sides of a triangle.
In two dimensions this was relatively straight forward, but in three di-
mensions it seems to be a little less obvious. In order to figure out what
these are, we imagine our triangle as sitting inside of a box where the
points P and Q are at opposite ends of the box, as pictured in Figure 1.11
on the next page.

Because of the way we’ve constructed this box, having P andQ in op-
posite corners, the dimensions of the box are ∆x ×∆y ×∆z. (Convince
yourself of this fact by finding the coordinates of all the corners of the
box.) This means that one of the legs of our triangle (the right-most leg



CHAPTER 1. PRELIMINARIES 12

P

Q

Figure 1.11: Our triangle sitting inside of a box.

in the pictures above) has length ∆z. We just need to figure out what
the length of the other leg is. To do this we notice that this leg is the
hypotenuse of another triangle: the one in blue in Figure 1.12 on the fol-
lowing page.

P

Q

∆z

∆x

∆y

Figure 1.12: One leg of the red triangle is also the hypotenuse of the blue
triangle.

As the other two sides of the blue triangle are on the edges of the box,
we know their lengths are ∆x and ∆y. Thus the hypotenuse of the blue
triangle is given by

√
∆x2 + ∆y2, and so the legs of the red triangle have

lengths ∆z and
√

∆x2 + ∆y2. We are thus able to say that the length of
the hypotenuse of the red triangle (aka the distance from P toQ) is given
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by √(√
∆x2 + ∆y2

)2

+ ∆z2

=
√

∆x2 + ∆y2 + ∆z2

=
√

(x1 − x0)2 + (y1 − y0)2 + (z1 − z0)2

This is the distance formula for calculating the distance between two points,
P = (x0, y0, z0) andQ = (x1, y1, z1), in 3-space. As in two-dimensions, this
distance is often denoted |PQ| or d(P,Q).

Spheres
We can use our three-dimensional distance formula above to determine
the equation of a sphere in 3-space. As a warm up, though, let’s first recall
how to derive the equation of a circle in the plane.

Equation of a circle in the plane

In two dimensions, a circle centered atP with radius r > 0 is the collection
of all the points Q in R2 whose distance from P is equal to r. Thus, as a
set of points, such a circle is given by{

Q ∈ R2
∣∣ |PQ| = r

}
.

Written in terms of xy-coordinates, if we suppose P = (x0, y0) and Q =
(x, y), then this set may be written as{

(x, y) ∈ R2
∣∣√(x− x0)2 + (y − y0)2 = r

}
.

Normally when we want to consider the set of all the points satisfying
some equation, we just write the equation and don’t bother with the set
notation. Our equation is thus√

(x− x0)2 + (y − y0)2 = r.

Squaring both sides of the equation this becomes

(x− x0)2 + (y − y0)2 = r2,

which is the familiar equation of a circle of radius r centered at (x0, y0).
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Equation of a sphere in 3-space

To define a sphere in three dimensional space, we will mimic the deriva-
tion of a circle in two dimensions. By definition, a sphere centered at a
point P ∈ R3 with radius r > 0 is the set of all points Q ∈ R3 which are
distance r from P . That is,{

Q ∈ R3
∣∣ |PQ| = r

}
.

If we suppose P = (x0, y0, z0), then using our distance formula from
above, this becomes{

(x, y, z) ∈ R3
∣∣√(x− x0)2 + (y − y0)2 + (z − z0)2 = r

}
.

Dropping the set notation and just writing the equation we have√
(x− x0)2 + (y − y0)2 + (z − z0)2 = r,

and if we square both sides this turns into
(x− x0)2 + (y − y0)2 + (z − z0)2 = r2.

Example 1.1.
The sphere with radius 1 centered at the origin (sometimes called
the unit sphere) is given by the equation

x2 + y2 + z2 = 1.
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Example 1.2.
The sphere of radius 2 centered at the point (1, 0,−2) is given by the
equation

(x− 1)2 + y2 + (z + 2)2 = 4.

Standard Form

The nice thing about this formula is that if someone just hands us an equa-
tion like

(x+ 2)2 + (y − 1)2 + (z + 1)2 = 25,

we immediately know that this equation represents a sphere centered at
(−2, 1,−1) with radius 5.

This way of representing a sphere is called standard form.
Notice in Example 1.2, we could FOIL-out each of the terms (x − 1)2

and (z + 2)2:

(x− 1)2 = x2 − 2x+ 1

(z + 2)2 = z2 + 4z + 4

If we plug this into our original equation,

(x− 1)2 + y2 + (z + 2)2 = 4.

and combine like-terms, we suddenly have the uglier equation

x2 + y2 + z2 − 2x+ 4z = −1.

If we were just given this equation, it’s not immediately clear that the
equation represents a sphere. Even if we somehow knew this was the
equation of some sphere, now the equation becomes which sphere is it?
What’s the center? What’s the radius?

It’d be nice if we had some way of taking an equation like

x2 + y2 + z2 − 2x+ 4z = −1.

and turning it back into standard form to find the center and radius. The
trick to doing this is to complete the square. Let’s briefly recall how com-
pleting the square works.
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Theorem 1.2 (Completing the Square).
The quadratic polynomial

x2 + bx+ c

can be rewritten as (
x+

b

2

)2

− b2

4
+ c.

Example 1.3.
Complete the square to put the following equation in standard form:

x2 + y2 + z2 − 6x+ 2y − 4z = 11.

The idea is that we’ll complete the square three times, one for
each variable, and then move all the constants to one side. As a pre-
liminary step, lets group all the x’s together, all the y’s together, and
all the z’s together.

x2 − 6x+ y2 + 2y + z2 − 4z = 11

Now we want to complete the square on x2 − 6x, on y2 + 2y and on
z2 − 4z. In the case of x2 − 6x, we take half of the coefficient of the
middle term, and square it. Here, x2 − 6x = x2 − 6x+ 0, so 6x is the
“middle” term. Half of this is 3, and squaring gives us 9. We want to
add 9 to our expression because then we’d have

x2 − 6x+ 9 = (x− 3)2

However our x2 − 6x stuff is part of an equation: we can’t just mag-
ically add a 9 to one side without adding it to the other side. So,
completing the square just on the “x-part” of the equation, we have

x2 − 6x+ y2 + 2y + z2 − 4z = 11

=⇒ x2 − 6x+ 9 + y2 + 2y + z2 − 4z = 11 + 9

=⇒ (x− 3)2 + y2 + 2y + z2 − 4z = 20
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So we’re one third of the way there. We just need to complete the
square on the y-part and z-part of our equation.

For the y-part we have y2 + 2y. We want to add half the middle
term squared, so we want to add 1, because then we know y2 + 2y+
1 = (y + 1)2. Again, since this is an equation, so we have to add 1 to
each side of the equation:

(x− 3)2 + y2 + 2y + z2 − 4z = 20

=⇒ (x− 3)2 + y2 + 2y + 1 + z2 − 4z = 20 + 1

=⇒ (x− 3)2 + (y + 1)2 + z2 − 4z = 21.

Finally we need to complete the square on the z-part of the equa-
tion. For z2 − 4z we want to add a 4 because z2 − 4z + 4 = (z − 2)2.

(x− 3)2 + (y + 1)2 + z2 − 4z = 21

=⇒ (x− 3)2 + (y + 1)2 + z2 − 4z + 4 = 21 + 4

=⇒ (x− 3)2 + (y + 1)2 + (z − 2)2 = 25

Now that we have our equation in standard form, we see that
this is the equation of a sphere with radius 5 centered at the point
(3,−1, 2).

Example 1.4.
Find the radius and center of the sphere given by the equation

x2 + z2 + 2x = −49− y2 − 14z

Of course, the very first step is to get all of the variables on one
side, and all the constants on the other side, then group the x’s, y’s,
and z’s together:

x2 + z2 + 2x = −49− y2 − 14z

=⇒ x2 + 2x+ y2 + z2 + 14z = −49.
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Completing the square for the x’s gives

x2 + 2x+ y2 + z2 + 14z = −49

=⇒ (x+ 1)2 + y2 + z2 + 14z = −48.

Notice we don’t actually need to do completing the squares to the
y’s: the stuff with y’s is already squared!

Completing the square for the z’s gives

(x+ 1)2 + y2 + z2 + 14z = −48.

=⇒ (x+ 1)2 + y2 + (z + 7)2 = 1.

So we see that this is the equation of a sphere with radius 1 cen-
tered at the point (−1, 0,−7).

The Coordinate Planes and their Translates
Recall that in the case of the two-dimensional plane, the x-axis is given
by the equation y = 0; and the y-axis is given by the equation x = 0.
Recall that writing an equation like y = 0, in two dimensions, is really
just short-hand for the set {

(x, y) ∈ R2
∣∣y = 0

}
.

What if we’re in three dimensions? Does the equation y = 0 still repre-
sent the x-axis? Let’s consider what the equation y = 0 actually represents
in three dimensions: {

(x, y, z) ∈ R3
∣∣y = 0

}
.

So, we’re asking for all of the points (x, y, z) where y = 0: the x’s and z’s
can both be anything else: points like (−14, 0, π2) live inside this set.

A portion of the collection of points, in R3, given by the equation y = 0
is shaded in blue in Figure 1.13. To (hopefully) make the picture a little
bit easier to understand, the negative parts of the x-, y-, and z-axes are
also drawn.

This collection of points is called the xz-plane, and consists of all the
(x, y, z)-points you can get by forcing the y-coordinate to be zero, but let-
ting the x- and z-coordinates be anything you’d like. If you imagine the
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x

y

z

Figure 1.13: y = 0

three-dimensional coordinates in a room where the floor is the xy-plane
and the origin is in one of the corners of the room, then the xz-plane is
one of the walls.

The xy-plane, in three dimensions, is of course given by the equation
z = 0: The xy-plane, as a set, is {(x, y, z) ∈ R3

∣∣z = 0
}. This is given in

Figure 1.14.

x

y

z

Figure 1.14: The xy-plane is given by z = 0.
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Finally, the set of points satisfying x = 0 is called the yz-plane and is
shown in Figure 1.15.

x

y

z

Figure 1.15: The yz-plane is given by x = 0

These three planes, the xy-plane, the yz-plane, and the xz-plane, are
called the coordinate planes: just like how the lines x = 0 and y = 0, in two
dimensions, are called the coordinate axes.

For the time being, let’s denote these planes by Pxy for the xy-plane;
Pxz for the xz-plane; and Pyz for the yz-plane.

Pxy =
{

(x, y, z) ∈ R3
∣∣z = 0

}
Pxz =

{
(x, y, z) ∈ R3

∣∣y = 0
}

Pyz =
{

(x, y, z) ∈ R3
∣∣x = 0

}
There are three useful maps, called projections, which take a point in R3

and map it to the closest point in each of the projection planes. Suppose
that ρxy is the projection to the xy-plane. Then ρxy is a map ρxy : R3 → Pxy.
The way this map works is that it basically just takes the z-coordinate of
a point, and replaces it with a zero:

ρxy(a, b, c) = (a, b, 0).

This takes in any point in R3, and spits out a point that lives on the xy-
plane, Pxy. In Figure 1.16 several examples are shown. This seems like a
very simple operation to perform (and it is), but the important geometric
property of this map is that the point ρxy(P ) is point on Pxy that is as close
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x

y

z

P

ρxy(P )

Q

ρxy(Q)

R

ρxy(R)

Figure 1.16: Each coordinate plane comes with a projection map.

as possible to P . (To make sure you’re understanding what’s going on,
you should think a little bit about why this is: how do you know there
isn’t another point on Pxy that’s just as close, or closer?)

The projections ρxz and ρyz are defined in the same way: they replace
one of the coordinates with zero.

ρxz(a, b, c) =(a, 0, c)

ρyz(a, b, c) =(0, b, c)

The important geometric property of ρxz is that for any point P ∈ R3,
ρxz(P ) is the point on the xz-plane which is as close as possible to P . Sim-
ilarly, ρyz(P ) is the point on the yz-plane which is as close as possible to
P .

Notice that if we were to take the equation of a coordinate plane, say
the yz-plane (x = 0), and modify it just a little bit by changing the num-
ber 0 to something else (like maybe x = 3) then we get another plane.
This plane is parallel to the original plane, but slid three units in the x-
direction. See Figure 1.17.

Some Simple Surfaces
Finally, we consider some very simple examples of surfaces. Let’s start off
with a very simple question: what does the equation y = x represent in
three dimensions?
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y

z

x

Figure 1.17: The plane x = 3, in blue, is parallel to the yz-plane, in red.

We know that, in two dimensions, y = x is just a line. In three-
dimensions we have this extra z-coordinate we can play with, but there’s
no restriction on what z has to be: it can be anything we want. So, we take
the line y = x in the xy-plane, and can move it up or down as much as we
like. This gives us yet another plane. See Figure 1.18.

y

x

z

Figure 1.18: The equation y = x gives a plane in R3. (The line y = x in
the xy-plane is darkened.)

In general, the graph of any function y = f(x) in the xy-plane turns
into a surface in R3. There are no restrictions on z, so pick up the curve,
then move it straight up or down as much as you’d like. The graph y =
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sin(x), for example, becomes an infinitely long wavy wall, like a giant
piece of corrugated cardboard. See Figure 1.19a.

(a) y = sin(x) (b) x2 + y2 = 1

(c) 4y2 + 9z2 = 36 (d) z2 = x2 + y2

Figure 1.19: Some examples of surfaces.

Of course, we don’t have to limit ourselves to graphs of functions. We
can consider other, more interesting, things like equations. In two dimen-
sions, the equation x2 + y2 = 1 gives us a circle. In three dimensions we
get an infinite cylinder: we take the circle in the xy-plane and move it up
or down as much as we’d like. See Figure 1.19b.

Finally, we don’t have to limit ourselves to equations that involve only
x’s and y’s: we can throw some z’s in there too. For example, consider an
equation like 4y2 + 9z2 = 36. This is an ellipse in the yz-plane. In three-
dimensional space, though, we have to ask what the x-coordinate can be.
Since this equation places no restriction on what x could or could not be,
the x-value can be anything. Thus we can take that ellipse in the yz-plane,
then push and pull it back and forth along the x-axis as much as we want.
We then have an infinitely long, elliptical pipe as in Figure 1.19c.
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And of course, to finish things off, we could have an equation that
involves all three of our variables. Consider the equation

z2 = x2 + y2

What does the set of points satisfying this equation look like? To figure
this out, let’s suppose that we only look at the points satisfying this equa-
tion which also satisfy the equation z = 1. That is, we have (x, y, z)-triples
which look like (x, y, 1) where x2 + y2 = 1. Of course, the equation z = 1
is just a plane (parallel to the xy-plane, just moved up one unit). Now, on
this plane we consider the points satisfying x2 + y2 = 1, which is just a
circle of radius one centered at the origin. This circle is one “slice” of our
surface.

Let’s try the same thing again, but suppose that z = 2. Then we’re
looking at the plane z = 2, and inside of that plane consider the points
that satisfy the equation x2 + y2 = 4. Why “= 4” this time? Because
x2 + y2 = z2, but we are assuming z = 2. This, in the z = 2 plane, gives
us a circle of radius 2 centered at the origin. We can repeat this idea for
each value of z, and find that we get lots and lots of circles of different
radii. (In particular, if z is negative, z2 is positive, and so this still works
for values of z < 0.)

We get our surface by gluing all of these circles together, and this gives
us two infinite cones whose tips meet at the origin, as in Figure 1.19d.

1.2 Higher dimensional space
While we are primarily going to be concerned with two- and three-dimensional
space in this course and won’t spend much time discussing higher dimen-
sional space. The reasons for this have more to do with psychology than
mathematics, though, and so we will go ahead and briefly mention higher
dimensional space and why you might be interested in such spaces.

The two-dimensional Euclidean plane can be represented as the set of
all ordered pairs (x, y) of real numbers, and this set is denoted R2. Three-
dimensional space is represented as all ordered triples (x, y, z) of real
numbers, and this set is denoted R3. Given these two examples, it’s prob-
ably not hard to believe that we could think of four-dimensional space
as the set of ordered “quadruples” of real numbers, (w, x, y, z), and this
space would be denoted R4. This description doesn’t really tell us any-
thing about how to visualize four-dimensional space, but it seems like an
obvious generalization of how we represent two- and three-dimensional
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space. There’s also no great reason to stop this construction at four dimen-
sions. We may not be able to easily visualize it, but we can easily define
five-dimensional space, six-dimensional space, seven-dimensional space,
and so on.

In general, we will define n-dimensional space as the set of all ordered
n-tuples of real numbers. That is, for us n-dimensional space will con-
sist of all possible ways of writing down a list of n real numbers. When
n is small (two, three, or maybe four), we’ll use the letters at the end
of the alphabet for the individual coordinates of our points. When is
large, though, we will denote the coordinates by x1, x2, x3, and so on,
up through xn−1 and xn. A point in this n-dimensional space then can be
written as

(x1, x2, x3, ..., xn−1, xn)

and we write Rn as a short-hand for this set of all possible n-dimensional
points.

It might be hard to believe right now, but all of the mathematics we
are about to develop will easily carry over to these higher-dimensional
spaces. We will usually do problems and examples and discuss applica-
tions in two and three dimensions, but this is really just so that we can
draw pictures and more easily visualize what’s happening.

Remark.
It’s even possible to consider infinite-dimensional space, but here
things do actually start to get more involved. That is, while the
jump from one dimension to two dimensions or three dimensions
is basically just like the jump from two dimensions to five-thousand
dimensions, the jump to infinitely many dimensions has some sur-
prising technical subtleties that we aren’t going to tackle. As such
we will never discuss infinite dimensional spaces in this class.

Even though we can’t really visualize what’s happening in five, ten, or
seventy-eight dimensions, there are real world, practical problems that re-
ally do take place in these spaces. In general, many real-world problems
in science, engineering, economics, business, medicine, and many other
fields often rely on several different pieces of information. For example,
a business interested in modeling the growth of their expenses over the
coming years may need to know about the cost of raw materials they re-
quire, the number of employees they will have, the price of maintenance
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on any machinery they own, the cost of keeping attorneys on retainer,
the cost of their taxes, and so on. Each one of these different pieces of
information gives us a variable; that is, each piece of information gives
us one coordinate, and so one dimension. We see, then, that the num-
ber of pieces of information determine the number of dimensions of the
space in which our problem lives. In the case of the business mentioned
above, there are five particular pieces of information that are mentioned,
and so the problem of modelling the business’ expenses takes place in
five-dimensional space.

As another example, an engineer designing a certain type of robot may
be interested in writing a computer program that controls the robot, and
so needs to represent all possible configurations of the robot’s various
components. If the robot contains an arm attached to a motor at one end,
we need one piece of information to determine the state of the robot’s
arm (e.g., the angle at which the arm is held at). The robot may have a
second arm attached at the end of the first arm, and so a second piece of
information is required to tell us the angle between the arms. A compli-
cated robot may have very many arms attached end-to-end in this way,
as in Figure 1.20 and each arm gives us a piece of information. The set of
all possible configurations of the arm, then, is n-dimensional where n is
the number of segments in the arm. For example, if the arm contains six
segments, then the space of all configurations is six-dimensional.

Figure 1.20: One configuration of a robot’s arm. This arm consists of four
segments, so the space of configurations is four-dimensional.
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1.3 Vectors

Physical motivation
Newton’s first two laws of motion basically say that moving objects don’t
just magically change speed or direction. Instead, for such a change to
occur, a force must act on an object. For example, suppose you’re an astro-
naut in outer space, floating around in zero gravity.2 Now suppose you
notice that some little bit of a meteor is floating towards you. Newton’s
first two laws say that this little meteor chunk is going to continue moving
towards you in a straight line, and at a constant speed, until something
happens to change that. Thus if you want that little chunk of meteor to
change speed or direction, you have to do something to make that hap-
pen. So as the meteor gets close to you, you give it a little push to the
side so that it won’t ram into your spaceship. What you’ve done is apply
a force (the push) to the object, and that force made the object change
direction.

There are basically two important properties of the push you gave the
meteor: how hard you pushed it, and the direction pushed it. Any force
(anything that makes an object change speed or direction) has these two
properties: it has a direction (where are you trying to make the object
go), and it has a magnitude (how hard the force pushes/pulls).

It turns out that many other physical quantities we care about have this
property of being defined by a direction and a magnitude. For example,
velocity, momentum, and torque all are described by a direction and a
magnitude. Since this idea of pairing direction and magnitude comes up
so frequently, we give these quantities that have both a magnitude and a
direction a special name: we call them vectors.

Since a “vector” is a new, special quantity that we’re introducing, we’ll
need some way of distinguishing vector quantities from the usual numer-
ical quantities we typically deal with. For this reason we sometimes call
real numbers scalars. That is, a scalar is just a number, but a vector is this
quantity that has both direction and magnitude. (We will see the reason
for the word scalar instead of just saying number soon.)

2You may know there’s no such thing as zero gravity, but just for the sake of this
example, suppose zero gravity actually existed.
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Geometric point of view
In two dimensions

Geometrically, a vector is just an arrow. For the moment let’s just focus
on two-dimensional vectors, and so we mean an arrow in the plane. The
“direction” of the vector is then (not surprisingly) the direction of this
arrow; it just says where does the arrow point. The “magnitude” of the
vector is the length of the arrow. Some examples are given in Figure 1.21.
The point at the tip of the arrow is called the tip of the vector, and the
point at the opposite end of the arrow is called the tail.

x

y

Figure 1.21: Some vectors in two dimensions.

Just like any other mathematical object, it’s convenient to give vectors
a name when referring to them, so we don’t have to say something like
“the arrow that’s 3 units long and points 45◦ above the x-axis” each time
we refer to the vector. Textbooks usually denote vectors in one of two
ways, either by making it bold, or putting an arrow over it. That is, if we
want to signify that “u” is the name of a vector, we might write u or ~u. In
hand-written notes, people usually prefer the ~u notation because it’s a lot
easier to draw an arrow than it is to make something bold. In these notes
we will denote vectors by writing an arrow over them.

One of the important properties of vectors, which may seem strange
at first, is that you can slide them around to your heart’s content and you
don’t change the vector. For example, all of the arrows in Figure 1.22 rep-
resent the same vector. The reason we consider all of the arrows in Fig-
ure 1.22 as representing the same quantity is that we are explicitly defin-
ing a vector as something defined by its direction and magnitude; notice
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we are not saying the location of the vector is important. Thus if two ar-
rows have the same length and b

x

y

Figure 1.22: Translating (sliding) a vector around doesn’t change it. All
of the vectors in this picture are the same.

In three dimensions

Vectors in three dimensions are the same idea as vector in two dimen-
sions, we just have another dimension for our arrows to move around in.
See Figure 1.23.

x

y

z

Figure 1.23: Some vectors in R3.
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Displacement

Let’s say that P and Q two points, either both in the plane, or both in 3-
space. The displacement vector from P to Q, is just the arrow (vector) that
starts at P and ends atQ. This is denoted−→PQ. See Figures 1.24a and 1.24b
for two- and three-dimensional examples.

x

y

P

Q

−→
PQ

(a) 2-dim. displacement.
x

y

z

P

Q

−→
PQ

(b) 3-dim. displacement.

Figure 1.24: Displacement vectors.

Vector addition

One of the most important properties of vectors is that two vectors can
be combined together to produce a new vector. This is accomplished by
an operation called vector addition. There are two different ways we can
describe vector addition graphically. The first way is called the triangle
law.

To add ~v and ~u together, we slide the vectors around so that the tail of
~v is at the tip of ~u. Then ~u+~v is the vector that connects the tail of ~u to the
tip of ~v. See Figure 1.25.

~u

~v

~u+ ~v

Figure 1.25: The triangle law.
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The physical interpretation of the triangle law is that if we apply two
forces, ~F1 and ~F2, to some object, this is the same thing as applying the
force ~F1 + ~F2.

The other way we can add the vectors together is to use the parallel-
ogram law. We take the vectors ~u and ~v and use them as the sides of a
parallelogram. That is, we take two copies of each vector and slide them
around until we get a parallelogram. We then add in a vector from the
corner of the parallelogram with two tails, to the corner with two tips.
See Figure 1.26.

~u~v

~u
~v

~u+ ~v

Figure 1.26: The parallelogram law.

Let’s suppose that ~u and ~v point in opposite directions and have the
same length. What is ~u+~v supposed to be? Thinking about these vectors
as forces, we give an object a push in some direction, then give a push
of the same magnitude in the opposite direction. These two things can-
cel each other out. The vector we get by adding two such opposites is
called the zero vector and denoted ~0. This is the unique vector that has no
direction and no length: it’s the “nothing” vector.

Scalar multiplication

The second important operation we can perform with vectors is called
scalar multiplication. Scalar multiplication takes a scalar (real number)
and a vector, and combines them together to get another vector. If λ ∈ R
is our scalar and ~v is the vector, the product of λ and ~v is denoted λ · ~v, or
simply λ~v.

To describe scalar multiplication we consider three separate cases. First
suppose that λ > 0, then λ~v is the vector that has the same direction as
~v, but with length multiplied by λ. For example, 2~v points in the same
direction as ~v, but has twice the length. 1

3
~v points in the same direction as

~v, but has one third the length. See Figure 1.27.
In the case of λ < 0, we do the same thing, except we also flip the

vector around to point in the opposite direction. That is, if λ < 0, then λ~v
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~v
2~v

1
3
~v

Figure 1.27: Scalar multiplication with λ > 0.

points in the opposite direction as ~v, and the length is multiplied by |λ|.
See Figure 1.28.

~v

−2~v

−1
3
~v

Figure 1.28: Scalar multiplication with λ < 0.

If λ = 0, then λ~v is defined to be the zero vector: 0 · ~v = ~0.
The reason real numbers are called scalars when we’re talking about

vectors is because they scale vectors: they make them longer or shorter
(and possibly make them point in the opposite direction).

By convention, we write −~v to mean −1 · ~v and ~u − ~v really means
~u+−~v.

We say that vectors ~u and ~v are parallel if they point in the same (or
opposite) directions. This is the same thing as saying ~u = λ~v for some
non-zero λ ∈ R.

Algebraic point of view
In the last section we defined vectors as arrows. These arrows are a very
convenient way of thinking about vectors and make it easy to draw pic-
tures and reason geometrically, and throughout the semester we’ll be draw-
ing lots of these arrows. However, these arrows have a problem: they’re
pretty clumsy to work with for longer, more involved calculations. We
need some way of taking the arrows and turning them into things we can
manipulate more directly: we want to somehow replace the arrow with a
collection of numbers. To do this we take advantage of the fact that you
can slide vectors around as much as you’d like and you don’t change the
vector.

What we’ll do is slide the vector so that it’s tail is at the origin. The
tip of the arrow will then be at some point, and we’ll use that point’s
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coordinates as components of the vector, which we list between two angle
brackets, 〈 and 〉. That is, if ~u is some vector and we slide it so that its tail
is at the origin and its tip is then at the point (a, b, c), we write

~u = 〈a, b, c〉 .

It should be noted that other people use different notations for vectors.
Some common ones are the following.

~u = [a, b, c]

~u =

 a
b
c


~u =a~ı+ b~+ c~k

~u =âı+ b̂+ ck̂

You should be aware of each of these notations: each one is very common,
and useful in certain situations. We will go back and forth between the
various notations.

The~ı, ~, and ~k listed above are sometimes called the standard basis vec-
tors. These are unit vectors that point in the positive x, y, and z directions,
respectively. In components,

~ı = 〈1, 0, 0〉
~ = 〈0, 1, 0〉
~k = 〈0, 0, 1〉 .

Vector addition and scalar multiplication

Representing vectors algebraically, our two basic vector operations are
about as easy to describe as could be. If ~u = 〈u1, u2, u3〉 and ~v = 〈v1, v2, v3〉,
then their sum is given by

~u+ ~v = 〈u1 + v1, u2 + v2, u3 + v3〉

=

 u1 + v1

u2 + v2

u3 + v3


=(u1 + v1)~ı+ (u2 + v2)~+ (u3 + v3)~k.
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The scalar product λ~u is given by
λ~u = 〈λu1, λu2, λu3〉

=

 λu1

λu2

λu3


=λu1~ı+ λu2~+ λu3

~k

Displacement

Recall that if P and Q are two points (either both in R2 or both in R3),
then−→PQ denotes the displacement vector from P toQ. We want to figure
out what the components of this vector are. Just to keep things simple,
let’s start off in two dimensions. Say P = (x0, y0) and Q = (x1, y1). Let ~P
and ~Q be the vectors from the origin to P andQ, respectively. Our goal is
to find the components of the red vector in Figure 1.29.

x

y

~P

~Q

−→
PQ

Figure 1.29: We want to find the displacement vector from P to Q.

One thing to notice about this displacement vector is that ~Q−−→PQ = ~P .
(If we make −→PQ point in the opposite direction, then ~P is the sum of ~Q
and −−→PQ by the triangle law.) Thus, solving for −→PQ gives us

−→
PQ = ~Q− ~P .

Thus if P = (x0, y0) and Q = (x1, y1), then
−→
PQ = 〈x1 − x0, y1 − y0〉 .
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The exact same idea works in three dimensions: if P = (x0, y0, z0) and
Q = (x1, y1, z1), then

−→
PQ = 〈x1 − x0, y1 − y0, z1 − z0〉 .

Magnitude

Our algebraic notation makes it very easy to figure out the magnitude of
the vector. We slide the vector around so that its tail is at the origin and
its tip is at the point (u1, u2). Then the length of the vector (the arrow) is
just the length of the line segment from (0, 0) to (u1, u2), which is of course
just

√
u2

1 + u2
2. In three dimensions the exact same idea works, and so the

length of 〈u1, u2, u3〉 is
√
u2

1 + u2
2 + u3

3. This quantity is sometimes called
magnitude, or length, or the norm of the vector. Two common notations for
the length of the vector are

|~u| and ‖~u‖.

The magnitude has various convenient properties, each of which is
easy to justify using our algebraic notations.

Theorem 1.3 (Properties of magnitudes).
Let λ ∈ R be a scalar, and let ~u and ~v be vectors (both of which are ei-

ther two-dimensional or both of which three-dimensional). The following
properties.

(i) ‖λ~v‖ = |λ|‖~v‖

(ii) ‖~u+ ~v‖ ≤ ‖~u‖+ ‖~v‖

(iii) ‖~u+ ~v‖ = ‖~u‖+ ‖~v‖ if and only if ~u and ~v are parallel.

(Properties (ii) and (iii) above are sometimes called the triangle iden-
tity.)

Equality of vectors

We say that two vectors, ~u and~v, are equal if they have the same dimension
(they’re both two-dimensional, or they’re both three-dimensional) and
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their components are equal. That is, in the two-dimensional case, if ~u =
〈u1, u2〉 and ~v = 〈v1, v2〉, then ~u = ~v if

u1 =v1

u2 =v2.

The three-dimensional case is the same, except that we also require that
u3 = v3. Notice that this is the same thing as saying ~u− ~v = ~0.

Algebraic properties of vectors

The operations of vector addition and scalar multiplication satisfy several
useful properties, listed below.

Theorem 1.4.
Let λ, µ ∈ R, and let ~u, ~v, and ~w be three vectors (both of which are ei-

ther two-dimensional, or three-dimensional). Then the following properties
hold.

(i) ~u+ ~v = ~v + ~u

(ii) ~u+~0 = ~v

(iii) (λ+ µ)~v = λ~v + µ~v

(iv) λ(~u+ ~v) = λ~u+ λ~v

(v) (λµ)~v = λ(µ~v)

(vi) (~u+ ~v) + ~w = ~u+ (~v + ~w)

(vii) ~u− ~v = ~u+ (−1 · ~v)

(viii) ~v − ~v = ~0

Examples

Now we’ll do some semi-complicated examples to hopefully make every-
thing as concrete as possible.
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Example 1.5.
Suppose ~u is the displacement vector from P = (3, 0,−1) to Q =
(0, 4,−3), and ~v is the displacement vector from S = (4, 2, 1) to T =
(0, 0, 3). Calculate the following quantities:

(i) ~u+ ~v

(ii) ~u− 3~v

(iii) Find the value of the vector ~w that satisfies the equation

~u− 3(4~v − 2~w) = ~w + 2~u.

The first step, of course, is determining the components of ~u and
~v.

~u = ~PQ

=〈0− 3, 4− 0,−3−−1〉
=〈−3, 4,−2〉

~v = ~ST

=〈0− 4, 0− 2, 3− 1〉
=〈−4,−2, 2〉

Now we just use our algebraic properties to solve each problem.
(i)

~u+ ~v =〈−3, 4,−2〉+ 〈−4,−2, 2〉
=〈−3 +−4, 4 +−2,−2 + 2〉
=〈−7, 2, 0〉

(ii)

~u− 3~v = 〈−3, 4,−2〉 − 3 〈−4,−2, 2〉
= 〈−3, 4,−2〉 − 〈−12,−6, 6〉
= 〈−3−−12, 4−−6,−2− 6〉
= 〈−3 + 12, 4 + 6,−2− 6〉
= 〈9, 10,−8〉
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(iii) Since we’re solving for ~w, our first goal is to get ~w by itself on
one side of the equation.

~u− 3(4~v − 2~w) = ~w + 2~u

=⇒ ~u− 12~v + 6~w = ~w + 2~u

=⇒ 5~w = ~u+ 12~v

=⇒ ~w =
1

5
(~u+ 12~v)

Now we can just plug in the components for ~u and ~v and work
through the arithmetic.

~w =
1

5
(〈3, 4,−2〉+ 12 〈−4,−2, 2〉)

=
1

5
(〈3, 4,−2〉+ 〈−48,−24, 24〉)

=
1

5
〈3− 48, 4− 24,−2 + 24〉

=
1

5
〈−45,−28, 22〉

=

〈
−9,
−28

5
,
22

5

〉

Application: velocity and acceleration
We very quickly recall what is probably the most basic application of vec-
tors to physics: velocity and acceleration. Recall that velocity denotes a
change in distance over time, and acceleration is a change in velocity over
time. A velocity vector tells us how quickly the object is moving and is de-
fined to be the displacement vector divided by the amount of time it took
that for that displacement to happen.

Let’s say we have some particle, in two dimensions, which at some
point in time is at the position P0 = (1, 2), and then two seconds later is
at the position P1 = (3,−2). The velocity vector of this particle is then

~v =
1

2

−−→
P0P1 =

1

2
〈2,−4〉 = 〈1,−2〉 .

The speed of the particle (a scalar quantity) is the magnitude of the
displacement, divided by the length of time: equivalently, the speed is
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the same thing as the magnitude of the velocity vector. So the speed of
the particle describe above is

‖~v‖ = ‖ 〈1,−2〉 ‖ =
√

1 + 4 =
√

5.

The acceleration vector is defined as a change in velocity (so the differ-
ence of two vectors) divided by a change in time (how long it took the
velocity to change). Let’s suppose that our particle, whose initial velocity
was

~v = 〈1,−2〉
over the course of three seconds changed to

~v1 = 〈7, 3〉 .

The corresponding acceleration vector is then

~a =
1

3
(~v1 − ~v) =

1

3
〈6, 5〉 = 〈2, 5/3〉.

Application: tension
Finally we put all of the above ideas together and present one important,
physical application of vectors: tension. Before we get started, let’s review
a few very basic concepts in physics.

Units

The units that are typically used in scientific calculations are called the SI
units which stands for the international system3. The SI unit for mass is the
kilogram (abbreviated kg); the SI unit for distance is the meter (m); and the
SI unit for time is the second (s). Since velocity is a change in distance over
a change in time, the SI units for velocity are meters per second (m

s ). Since
acceleration is a change in velocity over time, the SI units for acceleration
are (meters per second) per second, which is usually just pronounced meters
per second squared and denoted m

s2 .

Newton’s laws

Newton’s second law of motion can be stated as force equals mass times
acceleration:

~F = m~a.

3The letters SI are backwards because the abbreviation is French, and most adjectives
in French come after the noun they modify: système international.
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That is, this push or pull (the force) required to make an object of mass
m have acceleration ~a is given by ~F .

One quick comment about mass and weight: mass is an intrinsic prop-
erty of matter that tells you how difficult it is to make an object acceler-
ate; weight means how much force gravity is exerting on an object. That
is, your weight on the Earth and your weight on the moon are different
values because the pull of gravity is different on the Earth than it is on the
moon. Your mass, however, stays the same. Newton’s second law tells us
precisely how mass and weight are related: if we know the mass of an ob-
ject, to find the weight we just multiply the mass by the acceleration due
to gravity. On the surface of the Earth, the acceleration due to gravity is
about 9.8 m

s2 .
Because force is mass times acceleration, the SI unit for force is kilo-

gram meters per second squared: kg m
s2 . This unit is a bit cumbersome to say

and write, so a Newton (N) is defined to be a kilogram meter per second
squared. That is, a force of 10 N (pronounced “ten Newtons”) is just short
for 10kg m

s2 .
Just to compare these to quantities you’re more familiar with, another

unit for force (the English unit) is the pound (lb). Thus if you say that you
weigh 150lb, what you mean is that the force of gravity the Earth exerts
on you is 150 of these particular force units. A Newton is equal to about
4.49lb; so saying that you weigh 150 lb is the same as saying gravity is
pulling you down with a force of 673.5 N.

In general there may be several difference forces acting on an object all
at once. The net force is defined as the sum total of all of these forces.

Tension

Let’s suppose you have some object of massm = 10kg which is suspended
by a rope. Gravity is pulling that object straight down by a force with
magnitude 98N.

However, the object isn’t moving: in particular, it’s not accelerating.
Since there’s no acceleration, the net force must be zero. Since gravity
is pulling the object downwards with a force of 98N, something must be
pulling the object upwards with a force of 98N is well, and the forces
balance out. This force is supplied by the rope, and is called tension. This
is shown in Figure 1.30.

Now, most of the information in this picture is irrelevant. The width
of the rope and the dimensions of the suspended object don’t matter, so
we don’t need to draw them in our picture. If we replace our object with
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10kg

98 N

98 N

Figure 1.30: An object suspended by a rope. Forces are shown in red.

a single point, and then only draw the force vectors, the picture we get is
called a force diagram and is shown in Figure 1.31.

98 N

98 N
Figure 1.31: The force diagram for the setup from Figure 1.30.

Let’s say that ~w is the weight of the object: the force of gravity pulling
the object down. Then ~w = 〈0,−98〉. If ~t is the tension in the rope pulling
the object up, then ~t = 〈0, 98〉. Of course, ~w + ~t = 0.

Example 1.6.
Now let’s consider a more complicated example. Suppose there are
two ropes holding the object up, and that the ropes are hung from
the ceiling at different angles, as indicated below. Suppose the weight
of our object is 20 N. What is the magnitude of the tension vectors
in each of these ropes? Phrased another way, how strong do the
ropes need to hold up the object? (The “strength” of the ropes is the
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amount of tension they can supply before breaking, and is called the
tensile strength of the rope.)

30◦ 45◦

Newton’s laws tell us that if the object is going to be suspended,
then the net force acting on the object is zero. There are three forces
involved here: weight (gravity), the tension in the left-hand rope,
and the tension in the right-hand rope. Let’s call the correspond-
ing force vectors ~w, ~t`, and ~tr, respectively. Then our force diagram
appears in the image below.

~tr~t`

~w

We know that the forces balance out,
~t` + ~tr + ~w = 0,

and also, since the object has weight 20 N, we know ~w = 〈0,−20〉.
Now we have to figure out what ~t` and ~tr look like. As a preliminary
step, let’s write

~tr = 〈hr, vr〉
~t` = 〈h`, v`〉 .

So our goal is to figure out what these numbers, hr, vr, h`, v`, are.
Let’s first notice that these values are related to ‖~tr‖ and ‖~t`‖ by some
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basic geometry. In particular, if we make a right triangle whose legs
have lengths hr and vr, then ‖~tr‖ is the hypotenuse of the triangle.
See the image below.

45◦

‖~tr‖

hr

vr

Notice that the angle in the lower left-hand corner of this triangle
is 45◦. (This is by a basic theorem in geometry. Google alternate inte-
rior angles it if you don’t understand why this angle should be 45◦.)
Because of this, we know

hr =‖~tr‖ cos(45◦) =

√
2

2
‖~tr‖, and

vr =‖~tr‖ sin(45◦) =

√
2

2
‖~tr‖.

We could do the same thing to relate h` and v` to ‖~t`‖ to get

h` =− ‖~t`‖ cos(30◦) = −
√

3

2
‖~t`‖

v` =‖~t`‖ sin(30◦) =
1

2
‖~t`‖.

(The h` is negative because our vector is pointing to the left.)
So, plugging these values into our equation ~t` + ~tr + ~w = 0 we

have 〈
−
√

3

2
‖~t`‖,

1

2
‖~t`‖

〉
+

〈√
2

2
‖~tr‖,

√
2

2
‖~tr‖

〉
+ 〈0,−20〉 = ~0
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Adding these vectors together and equating the components, we get
a system of equations.

−
√

3‖~t`‖+
√

2‖~tr‖ =0

‖~t`‖+
√

2‖~tr‖ =40

Subtracting the top equation from the bottom we have

(1 +
√

3)‖~t`‖ = 40

=⇒ ‖~t`‖ =
40

1 +
√

3
≈ 14.641

Now we can take the second equation and solve for the magni-
tude of ~tr:

‖~t`‖+
√

2‖~tr‖ = 40

=⇒
√

2‖~tr‖ = 40− ‖~t`‖ = 40− 40

1 +
√

3

=⇒
√

2‖~tr‖ = 40 · 1 +
√

3

1 +
√

3
− 40

1 +
√

3

=⇒
√

2‖~tr‖ =
40
√

3

1 +
√

3

=⇒ ‖~tr‖ =
40
√

3√
2 +
√

6
≈ 17.9312

So, the tension in the left-hand rope is about 16.641 N, and the
tension in the right-hand rope is about 17.931 N. (Just to help put
this in perspective, if we convert everything to English units we get
the following. Our object weights about 4.5 lb; the tension in the left-
hand rope is 3.75 lb; and the tension in the right-hand rope is about
4.03 lb.)

You’ll notice that in solving this problem, we stopped after find-
ing the magnitude of the force (tension) vectors and didn’t bother to
write out the actual vectors. (Of course, now that we know the mag-
nitudes, our relations above let us easily figure out the components
of the vectors.) This is pretty typical for these sorts of problems:
the magnitude is what we really care about. In a practical applica-
tion, what we want to know is how strong the rope needs to be to
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hold something up, and the magnitude is all we need to answer that
question.

Higher-dimensional vectors
As we had mentioned above, we can interpret a vector in two or three
dimensions either geometrically as an arrow, or algebraically a finite or-
dered list of numbers. While arrows are nice to visualize when we want a
picture, the algebraic point of view is usually much easier from the point
of view of doing calcultions. It is also very easy to generalize this alge-
braic interpretation to higher dimensions. That is, we can define a four-
dimensional vector as simply an ordered list of four numbers, such as

~v =


2
7
−3
12

 .

Of course, there are several ways we could write down this information:
we could write it as a column vector, or as a row vector, or a list of numbers
in the angle brackets, 〈 and 〉, or many other ways. All of these different
ways of writing the list of numbers carry the same information, so we
won’t always make a big deal to distinguish the different ways of writing
down a vector. The main thing is that we can easily write down vectors
in four dimensions, five dimensions, six dimensions, and so on, just by
generalizing what we can do in two or three dimensions, even if we can’t
easily visualize what a “five-dimensional arrow” might look like.

When consideringn-dimensional vectors, we’ll usually denote the com-
ponents of the vector as v1, v2, v3, ..., vn−1, and vn, so our vector may be
written as

~v =



v1

v2

v3
...

vn−1

vn


.

Our two operations of scalar multiplication and vector addition are
just as easy to perform for n-dimensional vectors, regardless of how big
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n is, as they are for two- and three-dimensional vectors:

~v + ~u =



v1

v2

v3
...

vn−1

vn


+



u1

u2

u3
...

un−1

un


=



v1 + u1

v2 + u2

v3 + u3
...

vn−1 + un−1

vn + un



λ~v = λ



v1

v2

v3
...

vn−1

vn


=



λv1

λv2

λv3
...

λvn−1

λvn


We will let Rn denote the set of all n-dimensional vectors.

Remark.
Notice that we think of Rn in two different ways: the set of all n-
dimensional points, or the set of all n-dimensional vectors. Both
interpretations carry the same amount of information: a point in n-
dimensional space and ann-dimensional vector are both determined
by an ordered list of n real numbers. It may seem odd that some-
times we’ll interpret that information as a point and sometimes as a
vector, but in practice it’s usually not a problem to switch back and
forth between these interpretations, even if it seems a little strange
when you first learn the material.

1.4 Linear transformations and matrices
In the previous section we saw that elements of n-dimensional space, Rn,
can be thought of as vectors, and that there are two primary operations
that we can perform on vectors: scalar multiplication and vector addi-
tion. It’s often in the case in mathematics that once you have operations
defined on a set, studying functions which preserve those operations can
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reveal important information. We now quickly discuss the functions that
preserve vector addition and scalar multipication, which are called linear
transformations.

We will see also see that linear transformations are very closely related
to rectangular arrays of numbers called matrices; in fact, they are really the
same thing in disguise. After explaining this and seeing a few examples,
we will introduce an operation called the determinant which associates a
number to a matrix/linear transformation that carries important geomet-
ric information.

Warning.
The material in this section is more abstract than what you may have
seen in mathematics courses up to this point, and it may seem odd
and confusing at first. Don’t worry too much if you don’t feel com-
pletely comfortable with everything discussed here, especially the
first time you read this section. As we look at more material and see
more examples throughout the course the material here will gradu-
ally become clearer and more comfortable.

Although this material may seem a bit odd and out of place right
now, taking the time to discuss linear transformations will make cer-
tain operations later in the course simpler to describe, so we’re trad-
ing some confusion now for clarity later.

It is possible to described multivariable calculus without explicitly dis-
cussing linear transformations, matrices, and determinants (and this is
the approach many books take), however they are always hiding in the
background. Certain formulas that are essential to later material become
extremely “clunky” if they are not described in terms of matrices and
determinants, and so we’re investing some time discussing this material
now to make other material later more straight-foward.

Linear transformations
To be a little bit more precise, a linear transformation is a function T
that takes n-dimensional vectors and converts them into m-dimensional
vectors (m and n may be the same, but they don’t need to be), and such
that for all pairs of n-dimensional vectors ~u and ~v and all scalars λwe have
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the following two identities:

T (~u+ ~v) = T (~u) + T (~v)

T (λ~v) = λT (~v)

That is, a linear transformation allows us to split up sums and factor out
scalars.

For example, consider the following function that converts three-dimensional
vectors into two-dimensional vectors:

T

xy
z

 =

(
2x+ y
z − 5y

)
. (1.1)

Here we are specifying T by describing how it uses the components of
its input vector (which is three-dimensional) to build its output vector
(which is two-dimensional). When this function is applied to the vector1

2
3

, for example, the result is

T

1
2
3

 =

(
2 · 1 + 2
3− 5 · 2

)
=

(
4
−7

)
. (1.2)

Sometimes in order to say thatT takesn-dimensional vectors and converts
them into m dimensional vectors we will write T : Rn → Rm.

It is important to notice that for a function T to be linear it must satisfy
T (~u + ~v) = T (~u) + T (~v) and T (λ~v) = λT (~v) for all input vectors ~u and ~v,
and all scalars λ. In order to check that this is the case, we have to leave
the components of ~u and ~v as variables and check if the two sides of the
equalities mentioned above really are equal.

In the case of the map T described above, we must compute the fol-
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lowing:

T (~u+ ~v) = T

u1 + v1

u2 + v2

u3 + v3


=

(
2(u1 + v1) + u2 + v2

u3 + v3 − 5(u2 + v2)

)
=

(
2u1 + u2 + 2v1 + v2

u3 − 5u2 + v3 − 5v2

)
=

(
2u1 + u2

u3 − 5u2

)
+

(
2v1 + v2

v3 − 5v2

)

= T

u1

u2

u3

+ T

v1

v2

v3


= T (~u) + T (~v)

Since we left the components of our vectors as arbitrary values (the vari-
ables u1, u2, and so on), the calculation above shows that for all three-
dimensional vectors ~u and ~v, we have that T (~u + ~v) equals T (~u) + T (~v).
If we had instead plugged in two particular choices for ~u and ~v, our cal-
cuation would have only shown that we can break up the sum of those
particular vectors, but we need to show we can break up all sums of vec-
tors, hence the need to leave the components as variables.

We can similarly check that scalars can be factored out of the function
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above:

T (λ~v) = T

λ
v1

v2

v3


= T

λv1

λv2

λv3


=

(
2λv1 + λv2

λv3 − 5λv2

)
=

(
λ(2v1 + v2)
λ(v3 − 5v2)

)
= λ

(
2v1 + v2

v3 − 5v2

)

= λT

v1

v2

v3


= λT (~v).

Again, because the components of~v and the scalar λwere left as variables,
the above calculation shows that T (λ~v) = λT (~v) for all choices of ~v and
scalar λ.

Notice that not every function converting three-dimensional vectors
into two-dimensional vectors is necessarily a linear transformation. For
example, if we replace the function T above with the following,

T

xy
z

 =

(
x2 + y
1 + z

)
,

then we will not have a linear transformation. To see this, we just need to
find a single example where either of the inequalities T (~u + ~v) = T (~u) +
T (~v) or T (λ~v) = λT (~v) fails. Consider, for example, the following:

T

4

1
2
3

 = T

 4
8
12


=

(
42 + 8
1 + 12

)
=

(
24
13

)
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However, we also have

4T

1
2
3

 = 4

(
12 + 2
1 + 3

)

= 4

(
3
4

)
=

(
12
16

)
Since this does not equal our earlier calculation, we have

T

4

1
2
3

 6= 4T

1
2
3

 .

Since we have one instance where T (λ~v) 6= λT (~v), the function T above is
not linear.

Remark.
Notice that to be a linear transformation, we must have T (~u + ~v) =
T (~u)+T (~v) and T (λ~v) = λT (~v) for all choices of ~u, ~v, and λ. Once you
find one instance where either of these inequalities aren’t satisfied,
the transformation can not be linear.

One important property of linear transformations is that their compo-
sition is a linear transformation. That is, suppose T : Rn → Rm is a linear
transformation which convertsn-dimensional vectors intom-dimensional
vectors, and also suppose S : Rm → Rp is a linear transformation convert-
ing m-dimensional vectors into p-dimensional vectors. We can then take
an n-dimensional vector ~v, apply T to obtain an m-dimensional vector
T (~v), and then apply S to obtain a p-dimensional vector S(T (~v)). This
operation of applying T and then applying S is called composition and
is denoted S ◦ T : Rn → Rp.

For example, let T : R3 → R2 be the linear transformation from above

T

xy
z

 =

(
2x+ y
z − 5y

)
,
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and suppose S : R2 → R4 is the function

S

(
x
y

)
=


x+ y
x− y

2x
x− 3y

 . (1.3)

Exercise 1.1.
Verify that the function S described in Equation 1.3 above is in fact
a linear transformation.

The composition S ◦ T : R3 → R4 is then given by

S ◦ T

xy
z

 = S

T
xy
z


= S

(
2x+ y
z − 5y

)

=


2x+ y + z − 5y

2x+ y − (z − 5y)
2(2x+ y)

2x+ y − 3(z − 5y)



=


2x− 4y + z
2x+ 6y − z

4x+ 2y
2x+ 6y − 3z


We would like to see if S ◦ T is a linear transformation. We can do this
by manually checking that our equalities hold in each example, but this
is tedious. Thus we like the following theorem which tells us that pro-
vided we already know S and T are both linear transformations, their
composition must be a linear transformation as well.

Theorem 1.5.
If T : Rn → Rm and S : Rm → Rp are both linear transformations, then
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their composition S ◦ T : Rn → Rp is also a linear transformation.

Notice that we need to already now S and T are linear transformations
for Theorem 1.5 to be helpful, but once we’ve shown this for S and T , we
get that S ◦ T is linear for free.

Matrices
A matrix is simply a rectangular array of numbers, such as(

2 1 0
0 −5 1

)
or 

1 1
1 −1
2 0
1 −3


When referring to a matrix we specify its number of rows and columns
by saying the matrix ism×n (pronounced “m by n”) if it hasm rows and
n columns. The matrices above, for example, are 2× 3 and 4× 2.

It is often convenient to give matrices a name to save ourselves some
writing. For example, if we write

A =

(
2 1 0
0 −5 1

)
then we will refer to this particular 2 × 3 matrix by A. Once we given a
matrix a name, we will sometimes refer to the the individual entries in
the matrix by giving the lowercase name of the matrix with subscripts
indicating the row and column. For instance, we write a13 to mean the
entry of matrix A in the first row and third column. For our matrix A
above this would be a13 = 0; and a22 would be −5.

In general, when referring to an arbitrary m × n matrix we will leave
the individual entries as variables aij ; these act as a placeholder for the
entry in the i-th row and j-th column,

A =


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn


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Matrices are used in many different areas of mathematics and have
lots of applications; you could easily spend an entire course discussing
matrices and their applications (and if you take Linear Algebra, that’s
basically what you’ll be doing). There are lots of things we could say
about matrices, and several different operations, but there are three main
things that will be important for us in this course. Two operations we’ll
describe now, and one we’ll discuss later.

The first operation we will consider will allow us to “multiply” a ma-
trix by a vector, the result of which is a new vector. In particular, we will
multiply an m× n matrix by an n-dimensional vector, and the result will
be anm-dimensional vector. We are explicitly defining this operation only
when the number of columns in the matrix equals the number of entries in
the vector. For example, we can multiply a 2×3 matrix by a 3-dimensional
vector, but we can not multiply a 2× 3 matrix by a 4-dimensional vector.

This operation is rather tedious to describe in words, but actually very
easy to compute in practice. We will write down the wordy description
first, but just bear with it for a moment, and then we will do an example
and the example should be easy to follow.

Let’s suppose that A is an m × n matrix and ~v is an n-dimensional
vector,

A =


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn

 ~v =


v1

v2
...
vn

 .

We will treat each column of the matrix A as an m-dimensional vector,
a11

a21
...

am1

 ,


a12

a22
...

am2

 ,


a13

a23
...

am3

 , · · · ,


a1n

a2n
...

amn

 ,

We will then multiply the first column (thought of as a vector) by the first
entry of the vector, v1, multiply the second column by the second entry
in the vector, v2, multiply the third column by the third entry, v3, and so
on, then add these vectors together. The result is the product of A and ~v,
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denoted A~v:

A~v =


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn



v1

v2
...
vn



= v1


a11

a21
...

am1

+ v2


a12

a22
...

am2

+ v3


a13

a23
...

am3

+ · · ·+ vn


a1n

a2n
...

amn

 .

Notice that since we are adding together m-dimensional vectors (each
column has m entries since the original matrix A has m rows), the result
is an m-dimensional vector.

As a concrete example, let’s multiply the matrix

A =

(
2 1 0
0 −5 1

)
by the vector

~v =

1
2
3

 .

We will multiply the first column of the matrix by 1, the second column
by 2, and the third column by 3, then add the result together:

A~v =

(
2 1 0
0 −5 1

)1
2
3


= 1

(
2
0

)
+ 2

(
1
−5

)
+ 3

(
0
1

)
=

(
2
0

)
+

(
2
−10

)
+

(
0
3

)
=

(
4
−7

)
One of the main reasons we care about matrices is that this operation

of multiplying a matrix and a vector defines a linear transformation! That
is, we claim that matrix multiplication distributes over vector addition,

A(~u+ ~v) = A~u+ A~v,
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and commutes with scalar multiplication,

A(λ~v) = λ(A~v).

Assuming these two properties are true (which is proven in Appendix A.1),
this means we can use an m × n matrix A to define a linear transforma-
tion T : Rn → Rm by defining T (~v) to be the product the product A~v. The
two properties mentioned above, and restated in Theorem 1.6 below, are
exactly what we need to know that T (~v) = A~v defines a linear transfor-
mation.

Theorem 1.6.
If A is an m × n matrix, ~u and ~v are n-dimensional vectors and λ is a

scalar, then

A(~u+ ~v) = A~u+ A~v, and
A(λ~v) = λ(A~v).

As a consequence, the function T : Rn → Rm defined by T (~v) = A~v is a
linear transformation.

Thus every matrix determines a linear transformation. Moreover, ev-
ery linear transformation can be written as matrix multiplication. You
may have noticed, for example, that the product we computed above

(
2 1 0
0 −5 1

)1
2
3

 =

(
4
−7

)

was the same as the result of the linear transformation described in Equa-
tion 1.2 on page 48. In fact, if we leave the components of the vector as
variables, we compute
(

2 1 0
0 −5 1

)xy
z

 = x

(
2
0

)
+ y

(
1
−5

)
+ z

(
0
1

)
=

(
2x+ y
−5y + z

)
=

(
2x+ y
z − 5y

)

gives us the exact same result as the linear transformation described in
Equation 1.1. This is not a coincidence: all linear transformations are re-
ally just multiplication of a matrix and a vector. We can even explicitly
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compute what the matrix should be for any given linear transformation,
as described in Theorem 1.7.

Theorem 1.7.
If T : Rn → Rm is a linear transformation, then T has the form

T (~v) = A~v

where A is the m×n matrix whose first column contains the entries in the
vector

T



1
0
0
0
...
0


,

whose second column contains the entries in the vector

T



0
1
0
0
...
0


,

whose third column contains the entries in the vector

T



0
0
1
0
...
0


,

and so on.

In the case of the example described by Equation 1.1, notice that we
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compute

T

1
0
0

 =

(
2 · 1 + 0
0− 5 · 0

)
=

(
2
0

)

T

0
1
0

 =

(
2 · 0 + 1
0− 5 · 1

)
=

(
1
−5

)

T

0
0
1

 =

(
2 · 0 + 0
1− 5 · 0

)
=

(
0
1

)

and these are the columns of the matrix(
2 1 0
0 −5 1

)
previously described.

Example 1.7.
Determine the matrix associated to the linear transformation S that
was described in Equation 1.3 on page 52.

Recall S : R2 → R4 was defined by

S

(
x
y

)
=


x+ y
x− y

2x
x− 3y

 .

Since this transformation takes two-dimensional vectors and con-
verts them into four-dimensional vectors, we expect its representa-
tive matrix to be 4× 2. To find our two columns, we need to apply S
to the vectors (

1
0

)
and

(
0
1

)
.
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We simply compute

S

(
1
0

)
=


1
1
2
1



S

(
0
1

)
=


1
−1
0
−3

 .

Putting these together, we see that our matrix is
1 1
1 −1
2 0
1 −3

 .

Just to double-check this really is the correct matrix, we can mul-
tiply this 4×2 matrix by some arbitrary two-dimensional vector and
verify that the result is the same as the transformation S applied to
that vector,

1 1
1 −1
2 0
1 −3

(xy
)

= x


1
1
2
1

+ y


1
−1
0
−3

 =


x+ y
x− y

2x
x− 3y

 .

Notice this is exactly the value of S
(
x
y

)
.

Exercise 1.2.
Consider the linear transformation T : R3 → R3 defined by

T

xy
z

 =

3x− y + 2z
−x+ z
6y − 3z

 .
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Compute the 3× 3 matrix that represents this transformation.

Multiplying matrices

Suppose now that we have two linear transformations which we can com-
pose; say T : Rn → Rm and S : Rm → Rp. We had previously seen in The-
orem 1.5 that their compositionS◦T is a linear transformation which takes
n-dimensional vectors, applies T to convert them intom-dimensional vec-
tors, and then applies S to finally convert them into p-dimensional vec-
tors. Since S ◦T is linear, it should be represented by a matrix. Is there an
“easy” way for us to compute this matrix if we already have the matrices
for S and T ?

We have seen that we can multiply a matrix and a vector, and this was
tantamount to applying a linear transformation. To describe the compo-
sition of two linear transformations we will extend our notion of multipli-
cation to allow us to multiply two matrices together. Our goal here is to
define matrix multiplication in such a way that multiplying two matrices
is the same as composing linear transformations. We can only compose
linear transformations, though, when the dimensions “match up” appro-
priately. That is, the composition S ◦ T is only defined if the output of
T has the same dimension as the input of S. In terms of our matrices,
the dimension of the output of a linear transformation is the number of
columns of the matrix, and the dimension of the number is the number
of rows. Thus we will only define matrix multiplication when the num-
ber of rows of the right-hand matrix equals the number of columns of the
left-hand matrix.

Before describing the general procedure, let’s consider a concrete ex-
ample. We had previously seen linear transformations T : R3 → R2 and
S : R2 → R4 given by

T

xy
z

 =

(
2x+ y
−5y + z

)
S

(
x
y

)
=


x+ y
x− y

2x
x− 3y

 .

The composition of these matrices, S ◦T , will take three-dimensional vec-
tors and ultimately convert them into four-dimensional vectors. Thus the
matrix representing S ◦T will be 4× 3. Our goal will be to determine this
4× 3 matrix just from the matrices that represent T and S.
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Let’s denote the 2×3 matrix representing T byA, and letB denote the
4× 2 matrix representing S. We had calculated above that

A =

(
2 1 0
0 −5 1

)
, and B =


1 1
1 −1
2 0
1 −3

 .

Now let’s imagine that we applyS◦T to some arbitrary three-dimensional
vector ~v. Since T is applied first and S is applied second, the matrix A
(representing T) should be multiplied with ~v first, and then afterwards
we should multiply the result by the matrix B (representing S). That is,
we want to compute

BA~v =


1 1
1 −1
2 0
1 −3

(2 1 0
0 −5 1

)xy
z


Multiplying A and ~v together first, leaving B alone, this becomes

1 1
1 −1
2 0
1 −3

( 2x+ y
−5y + z

)

We can multiply this matrix and vector together to obtain
2x+ y + (−5y + z)
2x+ y − (−5y + z)

2(2x+ y)
2x+ y − 3(−5y + z)

 =


2x− 4y + z
2x+ 6y − z

4x+ 2y
2x+ 6y − 3z


Notice this is the same as the product

2 −4 1
2 6 −1
4 2 0
2 6 −3


xy
z


That is, if our definition of matrix multiplication is going to agree with
our composition of linear transformations, we will need to define matrix



CHAPTER 1. PRELIMINARIES 62

multiplication in such a way that
1 1
1 −1
2 0
1 −3

(2 1 0
0 −5 1

)
=


2 −4 1
2 6 −1
4 2 0
2 6 −3


To see exactly what’s going on, let’s replace the numbers in our example
above with variables:

A =

(
a11 a12 a13

a21 a22 a23

)
B =


b11 b12

b21 b22

b31 b32

b41 b42

 .

Now let’s again consider the product BA~v,
b11 b12

b21 b22

b31 b32

b41 b42

(a11 a12 a13

a21 a22 a23

)xy
z

 .

We first multiply A~v, leaving B alone for the moment, to obtain
b11 b12

b21 b22

b31 b32

b41 b42

(x a11 + y a12 + z a13

x a21 + y a22 + z a23

)

Now we multiply the B matrix with this vector which gives us
(x a11 + y a12 + z a13) b11 + (x a21 + y a22 + z a23) b12

(x a11 + y a12 + z a13) b21 + (x a21 + y a22 + z a23) b22

(x a11 + y a12 + z a13) b31 + (x a21 + y a22 + z a23) b32

(x a11 + y a12 + z a13) b41 + (x a21 + y a22 + z a23) b42


We can distribute and rewrite this as

x (b11a11 + b12a21) + y (b11a12 + b12a22) + z (b11a13 + b12a23)
x (b21a11 + b22a21) + y (b21a12 + b22a22) + z (b21a13 + b22a23)
x (b31a11 + b32a21) + y (b31a12 + b32a22) + z (b31a13 + b32a23)
x (b41a11 + b42a21) + y (b41a12 + b42a22) + z (b41a13 + b42a23)

 .
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This is the same as the following multiplication of a matrix and a vector:
b11a11 + b12a21 b11a12 + b12a22 + b11a13 + b12a23

b21a11 + b22a21 b21a12 + b22a22 + b21a13 + b22a23

b31a11 + b32a21 b31a12 + b32a22 + b31a13 + b32a23

b41a11 + b42a21 b41a12 + b42a22 + b41a13 + b42a23


xy
z


That is, the product of our two matrices should be defined to be
b11 b12

b21 b22

b31 b32

b41 b42

(a11 a12 a13

a21 a22 a23

)
=


b11a11 + b12a21 b11a12 + b12a22 b11a13 + b12a23

b21a11 + b22a21 b21a12 + b22a22 b21a13 + b22a23

b31a11 + b32a21 b31a12 + b32a22 b31a13 + b32a23

b41a11 + b42a21 b41a12 + b42a22 b41a13 + b42a23


This is quite an ugly expression, but it is the “right” expression, the right
way to define matrix multiplication, if we want matrix multiplication to
be the same thing as composition of linear transformations.

Even though this expression is rather ugly at first glance, if you looked
at it for a moment you might realize there are some nice patterns. In
particular, you might observe that the first column of our product matrix,
is obtained by multiplying the B matrix with the first column of the A
matrix, thought of as a vector:

b11 b12

b21 b22

b31 b32

b41 b42

(a11

a12

)
=


b11a11 + b12a21

b21a11 + b22a21

b31a11 + b32a21

b41a11 + b42a21


Similarly, the second column of the product matrix is the product of the
entireB matrix with the second column of theAmatrix; the third column
of the product is the same as the product of the entire B matrix with the
third column of theAmatrix. This, of course, is not simply a coincidence:
what’s really happening here is that Theorem 1.7 is being applied.

We know from Theorem 1.7 that the matrix representing S ◦T is given
by applying S ◦ T to the vector with a 1 as its first component and all
zeros otherwise, this gives the first column of the matrix. The second
column is obtained by applying S ◦ T to the vector with a 1 in its second
component and all zeros otherwise, and so on. When we actually do this,
however, we apply T first, and we know tha T applied to the vector with
first coordinate 1 and all zeros otherwise gives us the first column of of the
matrix representing T . When we then apply S, we are thus multiplying
the matrix representingS by the first column of the matrix representing T ,
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and this product gives us the first column of the matrix representing S◦T .
It’s all a bit tedious to write out in detail, but that’s all that’s happening
with matrix multiplication.

Example 1.8.
Compute the following product of a 3×2 matrixAwith a 2×4 matrix
B,

A =

 1 1
3 −5
−1 3

 B =

(
−2 3 3 4
1 −4 0 2

)
We compute the productAB one column at a time by multiplying

A by the first column ofB, then multiplyingA by the second column
of B, and so on. This gives us the following: 1 1

3 −5
−1 3

(−2
1

)
=

 −1
−11

5


 1 1

3 −5
−1 3

( 3
−4

)
=

 −1
29
−15


 1 1

3 −5
−1 3

(3
0

)
=

 3
9
−3


 1 1

3 −5
−1 3

(4
2

)
=

6
2
2



We then put these four vectors together as the columns of the prod-
uct matrix AB,

AB =

 −1 −1 3 6
−11 29 9 2

5 −15 −3 2


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Determinants
Given an n × n matrix A, we will associate to A a number called the de-
terminant of A and denoted det(A). The general formula for computing
determinants is a bit hairy, so let’s momentarily only consider the case of
a 2× 2 matrix where the formula is a little bit simpler.

If A is a 2× 2,
A =

(
a b
c d

)
then we define the determinant of A to be

det(A) = ad− bc.

One way to interpret the what this number det(A) means is that it tells us
how the linear transformation associated to the matrix changes the size
of subsets.

To be concrete, consider the matrix

A =

(
3 2
1 2

)
Recall that this matrix determines a linear transformation T : R2 → R2

which transforms 2-dimensional vectors:

T

(
x
y

)
=

(
3 2
1 2

)(
x
y

)
=

(
3x+ 2y
x+ 2y

)
Now suppose that we applied this transformation to every point in the
unit square of the plane. (Here we are taking points (x, y) in the square,
interpreting them as vectors from the origin to the point which is

(
x
y

)
,

and then applying the transformation above.) This transformation takes
the unit square and converts it into some parallelogram of area 4.

T

Notice the determinant of our matrix is

det(A) = 3 · 2− 2 · 1 = 6− 2 = 4
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and our transformation took a region of area 1 and transformed it into a
region of area 4.

In general, if we have a set S ⊆ R2 and we apply a linear transforma-
tion T : R2 → R2 to each point of S to get a new set T (S). IfA is the matrix
representing the transformation, then the absolute value of det(A) is the
ratio of the areas of S and T (S):

Area(T (S)) = |det(A)| · area(S). (1.4)
All we’re saying here is that determinants of a 2 × 2 matrix measure

how area changes when we apply a linear transformation.

Exercise 1.3.
Consider the linear transformation T : R2 → R2 given by

T

(
x
y

)
=

(
2x− 3y
4x+ y

)
How does applying this linear transformation to a region S in the
plane affect that region’s area?

Something similar happens in three dimensions: the determinant of a
3 × 3 matrix tells us how volume changes when we apply a linear trans-
formation T : R3 → R3. The formula for computing the determinant of a
3× 3 matrix is a bit more involved, though. Given a 3× 3 matrix A,

A =

a b c
d e f
g h i


the determinant det(A) is computed by

det(A) = aei+ bfg + cdh− ceg − bdi− afh.

This looks like a complicated formula, but luckily there’s a nice way to
remember it. First, let’s rearrange our formula just a tiny little bit.

aei− afh− bei+ bfg + ceh− ceg
=aei+ bfg + cdh− ceg − bdi− afh

Now the way we remember this formula is that we look at lines through
the matrix which go down and to the right (wrapping around if you hit
the “edge” of the matrix):
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 a b c
d e f
g h i


We multiply the entries on each line, and then add them all up:

aei+bfg+bdh

Now to get the other entries, we draw lines through the matrix which go
down and left:  a b c

d e f
g h i


Now we multiply the entries on each line, make them negative, and add
them all up:

−ceg− bdi− afh

Now adding up these two quantities (the positives and the negatives),
we have our formula for the determinant.

det(M) = aei+bfg+bdh−ceg− bdi− afh

As one very easy example, consider the linear transformationT : R3 →
R3 determined by the following matrix,

A =

2 0 0
0 1 0
0 0 3


The linear transformation determined by this matrix has the following
simple form:

T

xy
z

 =

2 0 0
0 1 0
0 0 3

xy
z

 =

2x
y
3z


Notice that this simply stretches the x-coordinate by 2, leaves the y-coordinate
alone, and stretches the z-coordinate by 3. If we applied this transforma-
tion to the unit 1× 1× 1 cube (which has volume 1) in 3-space, the result
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would be a 2 × 1 × 3 prism. Thus we take a cube of volume 1 to a prism
of volume 6. Notice the determinant of our matrix is

det(A) = 2 · 1 · 3 + 0 · 0 · 0 + 0 · 0 · 0− 0 · 1 · 0− 0 · 0 · 3− 2 · 0 · 0
= 6

In general, if T : R3 → R3 is the linear transformation by the 3 × 3
matrix A, for any subset S of 3-space,

Volume(T (S)) = |det(A)| · volume(S). (1.5)

You may notice that we have absolute values around the determinant
in Equation 1.4 and Equation 1.5. We need to include absolute values
because areas and volumes should never be negative, but the determinant
can be negative. For instance, we can easily calculate that the determinant
of the following 2× 2 matrix, (

−1 2
0 1

)
is −1.

The fact that determinants can be negative actually carries geometric
meaning. To see this, the linear transformation T : R2 → R2 given by the
matrix above, (

−1 2
0 1

)
This transformation takes a region in the plane, “shears” it to the right,
but then flips the region over, as indicated in Figure 1.32. In Figure 1.32
notice the shading in the original square goes from white on the left to
blue on the right. When we apply the transformation we will preserve
color; white points will be sent to white points, and blue points sent to
blue points. Notice, though, instead of going white-to-blue as we go left-
to-right, we have to go right-to-left. That is, pointP was to the left of point
Q in the original square, then in the parallelogram we have T (Q) is to the
left of T (P ).

The sign of the determinant tells us whether the linear transformation
“flips” regions over or not. If the determinant is positive, then there is
no “flip” and we say the linear transformation is orientation preserving.
If the determinant is negative, then a “flip” occurs and we say the linear
transformatioin is orientation reversing.
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T

Figure 1.32: A linear transformation may “flip” a region.

Remark.
If the discussion above about determinants, and in particular the is-
sue about orientation preserving and orientation reversing, seems
confusing, that’s okay! This material takes a little while to come to
terms with and will gradually make more sense over time.

We have only described determinants for 2 × 2 and 3 × 3 matrices
since those are the only ones we will need for calculations in this class.
It is possible to compute determinants for any square n × n matrix, but
the formulas are a bit more involved. In higher dimensions we actually
define the notion of “size” (e.g., the n-dimensional version of area or vol-
ume) by using determinants, so determinants are essential for geometry
in higher dimensions. In this class we’ll primarily be interested in the
2-dimensional and 3-dimensional settings, but this is mostly for conve-
nience and not mathematical necessity. Still, it’s good to know that the
mathematics we will develop in this course extends to even higher di-
mensions.

1.5 The dot product
In previous sections we saw how to add and subtract vectors, and we also
saw how to multiply a scalar and a vector. However, we never mentioned
anything about “multiplying” two vectors together. In this section we’ll
discuss one way to multiply two vectors, called the dot product of the vec-
tors, which results in a scalar. This scalar carries a lot of interesting geo-
metric information about the vectors, and in particular can tell us a little
bit about the magnitude of a vector, and the angle between two vectors.

We will begin by first defining the basic algebraic procedure for calcu-
lating dot products, list some of the nice properties the dot product has,
and finally show how to use the dot product to read off the geometric
information described above.
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Definition and Basic Properties
Let ~u = 〈u1, u2〉 and ~v = 〈v1, v2〉 be two two-dimensional vectors. We
define the dot product of ~u and ~v, denoted ~u · ~v as

~u · ~v = u1v1 + u2v2.

Example 1.9.
We do a couple of simple examples.

(i) 〈2, 3〉 · 〈4, 7〉 = 2 · 4 + 3 · 7 = 29

(ii) 〈2,−4〉 · 〈3, 3〉 = 2 · 3 + (−4) · 3 = −6

(iii) 〈1,−2〉 · 〈3, 3〉 = 1 · 3 + (−2) · 3 = −3

(iv) 〈1, 2〉 · 〈1, 2〉 = 1 · 1 + 2 · 2 = 5

If ~u = 〈u1, u2, u3〉 and ~v = 〈v1, v2, v3〉 are two three-dimensional vec-
tors, then their dot product is defined as

~u · ~v = u1v1 + u2v2 + u3v3

Notice that if we think about our vectors as 3× 1 matrices,

~u =

 u1

u2

u3

 ~v =

 v1

v2

v3

 ,
then the dot product can be expressed in terms of matrix multiplication:

~u · ~v = ~uT~v = [u1, u2, u3]

 v1

v2

v3

 = u1v1 + u2v2 + u3v3

Theorem 1.8.
Let ~u, ~v and ~w be three vectors of the same dimension and let λ ∈ R be a
scalar. Then the following properties are satisfied.

(i) ~v · ~v = ‖~v‖2
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(ii) ~u · (~v + ~w) = ~u · ~v + ~u · ~w

(iii) ~0 · ~v = 0

(iv) ~u · ~v = ~v · ~u

(v) (λ~u) · ~v = λ(~u · ~v) = ~u · (λ~v)

The angle between two vectors
One of the most important properties of dot products is that they let
us calculate the angle between two vectors. Say ~u and ~v are two two-
dimensional vectors. By the angle between ~u and ~v we mean the short-
est angle when the two vectors are placed tail-to-tail, as indicated in Fig-
ure 1.33.

~u

~v

θ

Figure 1.33: The angle between ~u and ~v is θ.

To calculate this angle θ, let’s use our vectors ~u and ~v to create a trian-
gle. If this was a right triangle we could use a rule like cos θ = adjacent

hypotenuse ,
but in general this triangle we get won’t be a right triangle. See Figure 1.34,
where a right triangle is given by the dashed line in red, but the triangle
we have is a little bit “shorter.”

Instead we’ll use another theorem from geometry: the law of cosines.
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~u

~v

θ

Figure 1.34: The triangle with our vectors.

Theorem 1.9 (The law of cosines).
Suppose that we have a triangle whose sides have lengthsA,B, andC, and
the angles “opposite” these sides are α, β, and γ, as in the figure below. Let
D denote the length of this line segment we have drawn, and let B1 and B2

denote the lengths of the two segments into which the side of length B has
been cut. Notice B1 +B2 = B.

α

β

γ

C

B

A

Then the lengths of the sides and the angles of the triangle are related by the
following equations:

A2 =B2 + C2 − 2BC cosα,

B2 =A2 + C2 − 2AC cos β,

C2 =A2 +B2 − 2AB cos γ.

For the triangle we care about, the side opposite of our angle θ is given
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by the vector ~v − ~u. (To see this, call this vector ~w. Then ~u + ~w = ~v, and
moving ~u to the other side gives us ~w = ~v − ~u.) See Figure 1.35.

~u

~v

~v − ~u

θ

Figure 1.35: The side opposite the angle θ is ~v − ~u.

The sides of this triangle obviously have lengths ‖~v‖, ‖~u‖, and ‖~v−~u‖.
Using the law of cosines we have the following:

‖~v − ~u‖2 = ‖~v‖2 + ‖~u‖2 − 2‖~v‖‖~u‖ cos θ.

We can use our properties of dot products to rewrite the left-hand side.
First,

‖~v − ~u‖2 = (~v − ~u) · (~v − ~u)

Now we can use the distributive property of dot products to rewrite this:

(~v − ~u) · (~v − ~u) =~v · (~v − ~u)− ~u · (~v − ~u)

=~v · ~v − ~v · ~u− ~u · ~v + ~u · ~u

Using our property that ~v · ~v = ‖~v‖2 and ~u · ~v = ~v · ~u, we can rewrite this
as

~v · ~v − ~v · ~u− ~u · ~v + ~u · ~u =‖~v‖2 + ‖~u‖2 − 2~v · ~u

Thus our equations becomes

‖~v‖2 + ‖~u‖2 − 2~v · ~u = ‖~v‖2 + ‖~u‖2 − 2‖~v‖‖~u‖ cos θ.

This can be rewritten as

~u · ~v = ‖~u‖‖~v‖ cos θ.
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And, of course, putting the cos θ by itself we have

cos θ =
~u · ~v
‖~u‖‖~v‖

.

Now if we want to solve for θ we have

θ = arccos

(
~u · ~v
‖~u‖‖~v‖

)
.

Notice that this same argument would work for three-dimensional
vectors. We summarize this with the following theorem.

Theorem 1.10.
Let ~u and ~v be two vectors, and θ the angle between them. Then we have

the following:

(i) ~u · ~v = ‖~u‖‖~v‖ cos θ

(ii) cos θ = ~u·~v
‖~u‖‖~v‖

(iii) θ = arccos
(

~u·~v
‖~u‖‖~v‖

)

A consequence of this relation between the dot product of two vectors
and the angle between them is that ~u and ~v are orthogonal (meet at a 90◦

angle) if and only if ~u · ~v = 0. (If they meet at a 90◦ angle, then the cosine
of the angle is cos(90◦) = 0 which by property (i) in the above theorem
means their dot product is zero.)

This observation that ~u · ~v = 0 only if the vectors are orthogonal may
seem trivial, but it’s actually a pretty nice thing to notice. Mainly because
if we care about orthogonality, we don’t have to go through the process
of trying to find the arccosine of some weird value: we can just do the dot
product (which is easy to calculate), and see if it’s zero or not.

Example 1.10.
Find the angle between the vectors ~u = 〈3, 4,−1〉 and ~v = 〈−2, 0, 2〉.
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Call the angle between these vectors θ, and we know

cos θ =
~u · ~v
‖~u‖‖~v‖

=
〈3, 4, 1〉 · 〈−2, 0, 2〉√

32 + 42 + (−1)2
√

(−2)2 + 02 + 22

=
3 · (−2) + 4 · 0 + 1 · 2√

9 + 16 + 1
√

4 + 4

=
−6 + 2√

26
√

8

=
−4√
208

Thus
θ = cos−1

(
−4√
208

)
≈ 106.1◦.

Example 1.11.
Find the angle between the vectors ~u =

〈√
27− 3,

√
27 + 3

〉 and ~v =〈√
3 + 1,

√
3− 1

〉.
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Calling the angle between these vectors θ, we know

cos θ =
~u · ~v
‖~u‖‖~v‖

=

〈√
27− 3,

√
27 + 3

〉
·
〈√

3 + 1,
√

3− 1
〉√

(
√

27− 3)2 + (
√

27 + 3)2

√
(
√

3 + 1)2 + (
√

3− 1)2

=
(
√

27− 3) · (
√

3 + 1) + (
√

27 + 3) · (
√

3− 1)√
(36− 18

√
3) + (36 + 18

√
3)
√

(4 + 2
√

3) + (4− 2
√

3)

=
6 + 6√
72
√

8

=
12√
576

=
12

24

=
1

2

Since cos θ = 1/2,
θ = cos−1(1/2) = 60◦.

Projections
To end our introduction to dot products, we will show how to “project”
one vector onto another vector. To see why this is something you might
care about doing, consider the following scenario. Suppose that an air-
plane is flying over an upward-sloping hill, and that the airplane’s veloc-
ity vector is not parallel to the hill. If we know the velocity of the airplane,
can we determine the velocity of its shadow on the hill? Notice that we al-
ready know the direction the shadow is moving in (since it’s just moving
up the hill), so all we really need to figure out is the speed.

In general, let’s say that we have two vectors, ~u and ~v, and that we
want to look at the “shadow” of ~v in the direction of ~u. (So, comparing
to the scenario above, ~v is the velocity of the airplane, and ~u tells us the
slope of the hill.) The “shadow” of ~v in the direction of ~u is called the
(vector) projection of ~v onto ~u. This is a vector denoted proj~u~v. If we
could just figure out how long this vector is supposed to be, we’d be done:
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if ‖proj~u~v‖ = `, then we’d know

proj~u~v = `
~u

‖~u‖
.

The reason for this is that ~u
‖~u‖ = 1

‖~u‖~u is a unit vector (a vector of length
one) that points in the direction of ~u. We then just stretch that unit vector
out so that it has the length we want.

Since this length ‖proj~u~v‖ is the really important piece of information,
we give it a special name. We call it the scalar projection of ~v onto ~u, and
denote this scalar by comp~u~v = ‖proj~u~v‖. To figure out what comp~u~v is,
we consider making a right triangle with the vectors ~u and ~v. See Fig-
ure 1.36.

~u

~v

θ

Figure 1.36: The first step in finding the projection is figuring out the
lengths of the sides of this triangle.

Notice that we’re able to figure out the angle θ between ~u and ~v using
our properties of dot products listed above. We want to figure out the
length of the side of the triangle adjacent to the vertex with angle θ, and
we already know the hypotenuse of this triangle (it’s just ‖~v‖). So, we use
cosine to relate these quantities:

cos θ =
adj
hyp

=⇒ adj = hyp · cos θ

Plugging in what we know about the angle θ and the lengths of the sides
we have

comp~u~v = ‖proj~u~v‖ = ‖~v‖ ~u · ~v
‖~u‖ ‖~v‖
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And of course the ‖~v‖’s cancel out to give us

comp~u~v =
~u · ~v
‖~u‖

This is the length of the projection vector. To get the projection vector we
then multiply this length by ~u

‖~u‖ to get

proj~u~v = comp~u~v
~u

‖~u‖
=
~u · ~v
‖~u‖2

~u

Notice in the above we never made any assumptions about the dimen-
sion of the vectors ~u or ~v: this construction works both in two dimensions
and in three dimensions.

Example 1.12.
Calculate the scalar and vector projections of ~v = 〈4, 1〉 onto ~u =
〈2,−3〉.

First we’ll calculate the scalar projection:

comp~u~v =
~u · ~v
‖~u‖

=
〈2,−3〉 · 〈4, 1〉
‖ 〈2,−3〉 ‖

=
2 · 4− 3 · 1√

22 + 32

=
5√
13

Notice that in calculating this quantity we found ‖~u‖ =
√

13.
Now to find the vector projection:

proj~u~v =
5√
13

~u√
13

=
5

13
~u

=
5

13
〈2,−3〉

= 〈10/13, − 15/13〉

These vectors are graphed below.
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~v

~u

proj~u~v

Again, notice that the projection is like the “shadow” of ~v onto ~u,
as indicated by the dashed line.

Application: Work Done by a Constant Force
In physics, work is defined as force applied over a distance. The SI units
for work, thus, are Newton-meters (Nm) which are usually referred to as
joules (J). (The English units of work are foot-pounds.) This is all well and
good if the force is in the same direction as the movement, but suppose the
force vectors points in a direction different from the direction of motion.
For example, imagine you want to move a heavy weight on the ground. If
the weight is too heavy for you to lift with your arms, you might tie a rope
to it, throw the rope over your shoulder, and then use your legs to pull
the weight by walking. The force pulling the weight (the tension in the
rope) pulls at some angle, but the weight only moves horizontally. How
can we determine the work done in this case?

What we need to do is determine how much of the force points in the
horizontal direction. To do this we can use projections: we project the
force vector onto the horizontal vector~ı = 〈1, 0〉, and this will tell us how
much force is applied in the horizontal direction. Finally we multiply this
by the distance moved.

In general, let’s suppose we have a force vector ~F that we apply across
a displacement vector ~d. We want to know how much of the force points in
direction ~d, which we can figure out with projections, and then multiply
this value by ‖~d‖ to get the work done.
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W =‖proj~d ~F‖‖~d‖
=comp~d

~F ‖~d‖

=
~F · ~d
‖~d‖

‖~d‖

=~F · ~d

Example 1.13.
Suppose you pull a heavy weight 20 feet by tying a rope to it, throw-
ing the rope over your shoulder, and walking. Say the rope makes a
30◦ angle with the ground, and there’s 100 pounds of tension in the
rope. How much work is done?

Notice that the components of the force and displacement vectors
aren’t given. We have enough information to find the components,
but we don’t actually need to: we can do this problem, using prop-
erties of dot products, without writing down the components.

W =~F · ~d
=‖~F‖‖~d‖ cos(30◦)

=100 · 20 ·
√

3

2

=1000
√

3ft lb

1.6 The cross product
In the last section we introduced the dot product of two vectors, which
was a way of associating a scalar to a given pair of vectors, and this scalar
told us some geometric information about those vectors. In particular, the
scalar gave us some information about the angle between the vectors. In
this lecture we’ll introduce an operation where we take two vectors and
associate a third vector that, again, tells us some geometric information
about those vectors.
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Let’s say that ~u = 〈u1, u2, u3〉 and ~v = 〈v1, v2, v3〉 are two vectors in
3-space. The cross product of ~u and ~v, denoted ~u×~v, is defined as follows:

~u× ~v = det

 ~ı ~ ~k
u1 u2 u3

v1 v2 v3


This probably looks strange, but here’s the important thing: this is actu-
ally a vector. To see this, let’s just calculate what the determinant of the
above matrix should be:

~u× ~v = det

 ~ı ~ ~k
u1 u2 u3

v1 v2 v3


=~ı(u2v3 − u3v2)− ~(u1v3 − u3v1) + ~k(u1v2 − u2v1)

=~ı(u2v3 − u3v2) + ~(u3v1 − u1v3) + ~k(u1v2 − u2v1)

= 〈u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1〉

Example 1.14.
Calculate the cross product ~u×~v of ~u = 〈1, 0, 2〉 and ~v = 〈3,−2,−4〉.

~u× ~v = det

 ~ı ~ ~k
1 0 2
3 −2 −4


=~ı(0 · (−4)− 2 · (−2))− ~(1 · (−4)− 2 · 3) + ~k(1 · (−2)− 0 · 3)

= 〈4, 10,−2〉

Recall that one of the properties of dot products is that the dot product
of ~u and ~v told us some information about the angle between ~u and ~v. In
particular, if the angle between ~u and ~v is θ, then

cos θ =
~u · ~v
‖~u‖‖~v‖

.

There’s a similar relation between cross products and angles.
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Theorem 1.11.
Let ~u and ~v be two three-dimensional vectors. Then

‖~u× ~v‖ = ‖~u‖‖~v‖ sin θ

where θ is the angle between ~u and ~v.

A useful corollary of this theorem is that two vectors are parallel if and
only if their cross product is zero.

One of the important things about this operation, the cross product
of two vectors, is that it’s only defined for three-dimensional vectors.4 If
you wanted to take the cross product of two two-dimensional vectors,
~u = 〈u1, u2〉 and ~v = 〈v1, v2〉, you’d first have to stick them into three-
dimensional space as 〈u1, u2, 0〉 and 〈v1, v2, 0〉. Before we describe various
properties of the cross product in general, let’s consider the cross product
of two vectors in the xy-plane:

Example 1.15.
Calculate the cross product ~u× ~v of ~u = 〈1, 2, 0〉 and ~v = 〈2, 3, 0〉.

~u× ~v = det

 ~ı ~ ~k
1 2 0
2 3 0


=~ı(0− 0)− ~(0− 0) + ~k(3− 4)

= 〈0, 0,−1〉

Let’s notice two things about this vector we’ve calculated: it’s orthogo-
nal to the two vectors we started with (they were in the xy-plane, but this
points straight along the z-axis), and its magnitude is equal to the area of
the parallelogram determined by our vectors. This is true in general, not
just for vectors in the xy-plane.

4This is a little bit of a white lie. There is a way to generalize the cross product to
vectors of n-dimensional space for n > 3, but the result isn’t a normal vector. We will
never need the higher-dimensional analogue of a cross product in this class, so we won’t
take the time to go through the details of that operation.
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Theorem 1.12.
Let ~u and ~v be two three-dimensional vectors. Then

(i) ~u× ~v is orthogonal to both ~u and ~v.

(ii) ‖~u× ~v‖ is the area of the parallelogram with sides ~u and ~v.

Let’s notice two things about these properties: they almost give us a
geometric definition of the cross product. If we’re given two vectors, ~u
and ~v, then we know that ~u × ~v is orthogonal to both of these vectors.
This tells us that ~u×~v points along some line. Furthermore, we know the
magnitude of ~u× ~v has to equal the area of the parallelogram with sides
~u and ~v. This limits us to two particular vectors.

Just to make things clear, consider Figure 1.37. Our two possible vec-
tors are marked ~w1 and ~w2.

~u

~v

~w1

~w2

Figure 1.37: There are two vectors, ~w1 and ~w2, which satisfy the properties
of the cross product from Theorem 1.12.

We need some convention for determining whether ~u × ~v should be
~w1 or ~w2. This convention is known as the right-hand rule and says that
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if you take your right hand and point your fingers in the direction of ~u
so that your fingers can curl towards ~v, then your thumb points in the
direction of ~u× ~v. So in Figure 1.37, the vector labelled ~w1 points is ~u× ~v.

Notice that, because of this convention, ~v×~u = −~u×~v. This property is
sometimes called the anti-commutativity of the cross product. (Operations
like vector addition or the dot product where you can change the order of
the things you’re adding or dotting together and not change the outcome
– i.e., ~u + ~v = ~v + ~u and ~u · ~v = ~v · ~u – are called commutative. The cross
product is almost commutative, except that the sign changes, so we call it
anti-commutative.)

We of course want to know how our cross product operation interacts
with the other operations we’ve introduced for vectors.

Theorem 1.13.
Let ~u, ~v, and ~w be three-dimensional vectors, and let λ ∈ R be a scalar.

The following properties hold.

(i) ~u× ~v = −~v × ~u

(ii) (λ~u)× ~v = λ(~u× ~v) = ~u× (λ~v)

(iii) ~u× (~v + ~w) = ~u× ~v + ~u× ~w

(iv) (~u+ ~v)× ~w = ~u× ~w + ~v × ~w

(v) ~u · (~v × ~w) = (~u× ~v) · ~w

(vi) ~u× (~v × ~w) = (~u · ~w)~v − (~u · ~v)~w

Notice that property (vi) in particular tells us that ~u × (~v × ~w) 6=
(~u × ~v) × ~w. So, you can’t just assume that the properties you expect
“multiplication” to have work for the cross product!

The scalar triple product
If we combine the dot product and scalar product as in property (v) of
the theorem above, we have what’s called the scalar triple product, which
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is really just the determinant of a certain 3× 3 matrix:

~u · (~v × ~w) = 〈u1, u2, u3〉 · 〈v2w3 − v3w2, w3v1 − v1w3, v1w2 − v2w1〉
=u1(v2w3 − v3w2) + u2(w3v1 − v1w3) + u3(v1w2 − v2w1)

=u1(v2w3 − v3w2)− u2(v1w3 − w3v1) + u3(v1w2 − v2w1)

= det

 u1 u2 u3

v1 v2 v3

w1 w2 w3


This tells us that the absolute value of ~u · (~v × ~w) is the volume of the
parallelepiped whose sides are the vectors ~u, ~v, and ~w.

In fact, you can use our properties of cross products above to prove our
earlier claim that the determinant of a 3×3 matrix gives you the (signed)
volume of certain parallelepiped. I won’t go through that in these notes,
but you should try to prove that for yourself to make sure you understand
everything. The key is to use Cavalieri’s principle to say that the volume
of the parallelepiped is equal to the area of the base times the height, and
then use our property ‖~u×~v‖ = ‖~u‖‖~v‖ sin θ to help determine that height.

A nice consequence of this scalar triple product stuff is that it gives us
a way to figure out if four points are coplanar (all live in the same plane
or not). In two dimensions, any two points determine in a line. In three
dimensions, any three non-colinear points determine a plane. (That is, as
long as the three points you’ve been given don’t live on a single line, they
determine a unique plane.) You can pick one of these points to be the
corner of a parallelepiped and use the displacement vectors to the other
points for the sides of the parallelepiped, and then use the scalar triple
product to find the volume of that parallelepiped. If the parallelepiped
has zero volume, then the four points are coplanar.

Application: torque
We end this lecture by mentioning one physical application of cross prod-
ucts. Physics is all about studying natural phenomena, and trying to
develop laws that explain these phenomena. One such phenomenon is
torque, which just refers to the fact that if a (rigid) object is tethered or an-
chored down at some point and a force is then applied to that object, the
object tends to rotate around the point where it’s anchored. This point is
usually called a pivot.

So torque is supposed to tell us how an object spins around a pivot. To
describe this motion we’ll construct a vector whose direction is orthogo-
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nal to the plane the object is spinning in and whose magnitude tells us
how “easily” the object spends.

More specifically, suppose that a force of ~F is applied to the object at
some point, and the displacement from the pivot to the point where the
force is applied is given by ~d. The torque, denoted ~τ , is then defined to be

~τ = ~F × ~d.

The units of torque are those Newton-meters, which as we mentioned
when we discussed work, are usually just called joules.

Example 1.16.
Imagine a wrench which is one foot long being used to tighten a bolt.
If you apply a force of 3 pounds at a 45◦ angle from the end of the
wrench, what is the torque vector?

In this problem, ~d = 〈1, 0, 0〉 and ~F =
〈

3
√

2
2
, 3
√

2
2
, 0
〉

. Thus

~τ =~F × ~d

= det

 ~ı ~ ~k
3
√

2
2

3
√

2
2

0
1 0 0


=

〈
0, 0,−3

√
2

2

〉

The magnitude of the torque is thus 3
√

2
2

J.

Notice in the above problem that if we only cared about the mag-
nitued, we could use the formula

~τ = ~F × ~d

=⇒ ‖~τ‖ = ‖~F‖‖~d‖ sin θ

and this would have told us ‖~τ‖ = 3 · 1 · sin 45◦ = 3
√

2
2

.
This formula also makes it clear that if you want to maximize the

torque, then the force and displacement vectors need to be orthogonal:
this forces sin θ to be 1. In any other case, sin θ < 1.
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1.7 Lines and planes
In this section we derive the equations for lines and planes living in 3-
space, as well as define the angle between two non-parallel planes, and
determine the distance from a point to a plane using properties of vector
projections.

Lines
Vector, parametric, and symmetric equations

Recall that in two dimensions, to specify a line you need two pieces of
information: a point the line passes through, and the slope of the line.
The slope of the line really just tells us the direction the line points in. In
three dimensions we also need two pieces of information to determine a
line; if we want to give the equation of a line, then we need to know a
point on the line and the direction of the line. While in two dimensions
we could use a single number (the slope) to determine the direction of
the line, in three dimensions we’ll use vectors. (Really, the slope in two
dimensions determines a vector: a slope ofm is the same as a vector 〈1,m〉.
Since the first component of this vector is always 1, it’s only the second
component that matters.)

So let’s say, to keep things easy, we want the equation of a line through
the origin. Let’s suppose the vector ~v = 〈a, b, c〉 points along the line. This
means that if a point P = (x, y, z) lives on the line, we could perform the
scalar multiplication t~v to stretch ~v out enough so that its tip was at P .
See Figure ?? on page ??.

That is, the displacement vector ~r =
−→
OP = 〈x, y, z〉 is related to the

direction vector ~v = 〈a, b, c〉 by the following equation:

~r = t~v

This is the vector equation of the line through the origin in direction ~v.
Now let’s suppose we want our line to pass through some point P0 =

(x0, y0, z0) instead of the origin. Let ~r0 denote the displacement vector
~r0 =

−−→
OP0 = 〈x0, y0, z0〉. All we need to do is take our line through the

origin, and translate it along the vector ~r0 so that the line passes through
P0. See Figure 1.39 on the next page.

So, if another point P = (x, y, z) is to be on the line, letting ~r denote
the vector 〈x, y, z〉, we have the following equation:

~r = ~r0 + t~v.
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x

y

z

~v

P
~r = t~v

Figure 1.38: Every point on a line through the origin can be obtained by
a vector which is a scalar multiple of the line’s direction vector.

x

y

z

~v
P0

t~v
P

~r0

~r = ~r0 + t~v

Figure 1.39: We can translate a line through the origin so that it goes
through another point by adding a vector to each point on the line.

This is the vector equation of the line through P0 in the direction of ~v. If
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we write this out in terms of components we have

〈x, y, z〉 = 〈x0, y0, z0〉+ 〈ta, tb, tc〉
= 〈x0 + ta, y0 + ta, z0 + ta〉 .

Two vectors are equal if and only if their components are equal, so by
equating components we actually have three equations:

x =x0 + ta

y =y0 + tb

z =z0 + tc.

Notice that on the right-hand side the values a, b, c, x0, y0, z0 are all fixed:
they don’t change once we say what the point P0 is and where the vector
~v points. The t is the only thing on the right-hand side that can change.
Thus the values x, y, z on the left-hand side are functions of t. So really
the above equations should be written as

x(t) =x0 + ta

y(t) =y0 + tb

z(t) =z0 + tc.

These three equations form the parametric equations of the line through
P0 = (x0, y0, z0) in the direction of ~v = 〈a, b, c〉.

Example 1.17.
Find the vector and parametric equations for the line through the
point (3,−4, 1) in the direction of 〈1/2,−1, 3〉.

The vector equation is

〈x, y, z〉 =

〈
3 +

t

2
,−4− t, 1 + 3t

〉
.

To get the parametric equations, just equate the components to get:

x(t) =3 +
t

2
y(t) =− 4− t
z(t) =1 + 3t.
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Now, assuming none of a, b, or c is zero, we could solve each of our
equations above for t to get

t =
x− x0

a

t =
y − y0

b

t =
z − z0

c
.

Since each of the things on the right-hand side equals t, these quantities
are all equal. Thus we have

x− x0

a
=
y − y0

b
=
z − z0

c
.

These are the symmetric equations of the line through P0 = (x0, y0, z0)
in the direction of ~v = 〈a, b, c〉. Again, notice these equations only make
sense if none of a, b, or c equals zero. (If one of them did equal zero, we’d
have division by zero.)

In our example above, the symmetric equations are
x− 3

1/2
=
y + 4

−1
=
z − 1

3
.

These symmetric equations are nice because they give us an easy way to
determine if a point is on the line or not.

Example 1.18.
Are the points (4,−6, 7) and (−5, 0,−14) on the line through (3,−4, 1)
in the direction of 〈1/2,−1, 3〉?

This is our line from the last example, so the symmetric equations
are given above. We plug in the coordinates of each point to see if
we have equality or not. In the case of (4,−2, 7) we have:

4− 3
1/2

=
−6 + 4

−1
=

7− 1

3
.

Each of these expressions is 2, so we have equality, and the point
(4,−2, 7) is on the line.
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Plugging in (−5, 0,−14) we have
−5− 3

1/2
=

8 + 0

−1
6= −12− 1

3
.

The first two expressions equal −4, while the last one equals −5.
Thus the point (−5, 0,−14) is not on the line.

Parallel and skew lines

Just as in two dimensions, two lines are parallel if they point in the same
direction. In the case of two dimensions this meant that the two lines had
the same slope. In the case of three dimensions it means that the two
direction vectors are scalar multiples of one another. For example, the
lines

x− 2

3
=
y + 1

1
=
z − 1

−2

and
x+ 1

−9
=

y

−3
=
z − 2

6

are parallel. These lines have respective direction vectors 〈3, 1,−2〉 and
〈−9,−3, 6〉. The second one is −2 times the first.

In the case of two dimensions, two lines are parallel if and only if they
never touch. This is not the case in three dimensions. Consider the lines
with the following parametric equations.

x1(t) =1− t
y1(t) =1 + 2t

z1(t) =0

x1(t) =4− t
y1(t) =2 + t

z1(t) =4

Let’s call these lines L1 and L2. From the equations we can already tell
that the first line passes through the point (1, 1, 0) in the direction of ~v1 =
〈−1, 2, 0〉, and the second line passes through the point (4, 2, 4) in the di-
rection of ~v2 = 〈−1, 1, 0〉. Notice that L1 is contained in the plane z = 0,
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and L2 is in the plane z = 4. See Figure 1.40. (Because of perspective
it may appear that the lines intersect in Figure 1.40, but they never actu-
ally intersect since they are contained in different planes parallel to the
xy-plane.) Thus there’s no possible way these lines can ever intersect.
However, their direction vectors are not scalar multiples of one another:
there is no λ ∈ R that makes ~v1 = λ~v2. So these lines are not parallel, nor
do they intersect. When this happens we say that the lines are skew.

x

y

z

L1

L2

Figure 1.40: Lines are skew if they are never intersect but are not parallel.

Planes
Equations of planes

Now we consider planes. Of course we’ve already seen several examples
of equations of planes in previous lectures, but everything we looked at
before was a very special case (e.g., the coordinate planes). We want to
be able to determine the equation of any plane inside of 3-space, even if
it’s “tilted” at a strange angle with respect to the coordinate planes.

Any plane is determined by two pieces of information: a point P0 =
(x0, y0, z0) contained in the plane and a vector ~n = 〈n1, n2, n3〉 orthogonal
to the plane. This vector is called a normal vector to the plane. To see
why these two pieces of information are sufficient for specifying a plane,
imagine that plane is at the tail of the normal vector. If you want to rotate
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the plane around, it’s the same as rotating the normal vector around: if
you know the “tilt” of the normal vector, then you know the “tilt” of the
plane.

Let’s first suppose our plane goes through the origin to make things
easy. Then what we want is the collection of all points P = (x, y, z) which
are orthogonal to the given normal vector, ~n = 〈n1, n2, n3〉. If we let ~r =
−→
OP denote the displacement vector from the origin to P , then we have
to have that ~r · ~n = 0. (Recall that this was one of our properties of dot
products: two vectors are orthogonal if and only if their dot product is
zero.)

x

y

z

~n

P

~r

Figure 1.41: Every vector inside of a plane is orthogonal to the plane’s
normal vector.

Now suppose that instead of going through the origin, we want the
plane to go through the point P0 = (x0, y0, z0). Let ~r0 =

−−→
OP0 and let

~n = 〈n1, n2, n3〉 be the normal vector. We want to know if a point P =
(x, y, z) lives on this plane or not. This is not quite the same as saying
~r =

−→
OP = 〈x, y, z〉 is orthogonal to ~n: the vector ~r points at some point

in our plane, but the vector itself doesn’t lie in the plane. However, the
vector ~r − ~r0 does live in the plane and point to our point P (the tail is at
P0 and the tip is at P1). Thus what we really want is ~n · (~r − ~r0) = 0. This
is the vector equation of the plane containing P0 with normal vector ~n.
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Writing this vector equation out in components, we have the follow-
ing:

~n · (~r − ~r0) = 0

=⇒ 〈n1, n2, n3〉 · 〈x− x0, y − y0, z − z0〉 = 0

=⇒ n1(x− x0) + n2(y − y0) + n3(z − z0) = 0.

This is the scalar equation of the plane through the point (x0, y0, z0) with
normal vector 〈n1, n2, n3〉.

Notice that we could distribute the ni and simplify and our equation
would become

n1x+ n2y + n3z + d = 0

where d = −(n1x0+n2y0+n3z0). This is a linear equation, and just like the
symmetric equations for lines, they give us a really easy way to determine
if a point is on a plane or not.

Example 1.19.
Find the linear equation of the plane which contains the point (−2, 3,−5)
and whose normal vector is 〈7, 2, 3〉. Is the point (1, 3,−4) on this
plane?

To get the linear equation:

7(x+ 2) + 2(y − 3) + 3(z + 5) = 0

=⇒ 7x+ 14 + 2y − 6 + 3z + 15 = 0

=⇒ 7x+ 2y + 3z + 23 = 0

Now we check if (1, 3,−4) is on the plane or not:

7 · 1 + 2 · 3 + 3 · (−4) + 23 = 24 6= 0

So the point is not on the plane.

Distance to a plane

Recall that if P = (x, y, z) is some point in 3-space, we can measure the
distance from that point to each of the coordinate planes by first projecting
onto the plane, and then measuring the distance from the projection to
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our initial point. We can do the exact same thing but for other planes.
Let’s say that we’re given a point P1 = (x1, y1, z1) and we want to measure
the distance from this point to the plane

ax+ by + cz = d.

What we want to do is find the point P0 = (x0, y0, z0) on the plane so that
the displacement vector −−→P0P1 sticks orthogonally out of the plane. That
is, −−→P0P1 = λ~n where ~n = 〈a, b, c〉 is the normal vector of the plane. We
then need to figure out how long this displacement vector is.

Let’s suppose that P = (x, y, z) is any other point in this plane. Then
if ~r =

−→
OP and ~r0 =

−−→
OP0, we know

~n · (~r − ~r0) = 0.

Let ~s =
−−→
PP1. What we want to do is project ~s onto ~n, and measure the

length of that vector – that is, we want the absolute value of comp~n~s. In
components, ~s = 〈x1 − x, y1 − y, z1 − z〉. Thus the distance from P1 =
(x1, y1, z1) to the plane ax+ by + cz = d is given by

distance =
∣∣comp~n~s

∣∣
=

∣∣∣∣~s · ~n‖~n‖
∣∣∣∣

=

∣∣∣∣〈x1 − x, y1 − y, z1 − z〉 · 〈a, b, c〉√
a2 + b2 + c2

∣∣∣∣
=
|a(x1 − x) + b(y1 − y) + c(z1 − z)√

a2 + b2 + c2

=
|ax1 + by1 + cz1 − (ax+ by + cz)|√

a2 + b2 + c2

Now, since our point P = (x, y, z) lives on the plane, it satisfies the equa-
tion ax+ by + cz = d, so the above becomes

distance =
|ax1 + by1 + cz1 − d|√

a2 + b2 + c2
.

Caution: The formula that appears in your book is slightly different than
what’s written here because your book assumes the equation of the plane
is written as ax+ by+ cz+d = 0, which becomes ax+ by+ cz = −d: our d
is the negative of the d in the book. So you have to be a slightly cautious
when using these formulas.
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Example 1.20.
Find the distance from the point (1, 2,−4) to the plane 3x−y+5z = 6.

Here the normal vector to plane is ~n = 〈3,−1, 5〉, d = 6, and
(x1, y1, z1) = (1, 2,−4). Plugging these values into our formula above,

distance =
|ax1 + by1 + cz1 − (ax+ by + cz)|√

a2 + b2 + c2

=
|3− 2− 20− 6|√

9 + 1 + 25

=
25√
35

≈4.23.

The angle between two planes

We’ll say that two planes are parallel if their normal vectors are scalar
multiples of one another.

Example 1.21.
Are the two planes below parallel?

3x+ 6y − 7z =13

−x− 2y +
7

3
z =0

From the equations, we can easily pull of the normal vectors: 〈3, 6,−7〉
and 〈−1,−2, 7/3〉. These vectors are obviously scalar multiples:

〈3, 6,−7〉 = −3 〈−1,−2, 7/3〉 .

Thus the planes are parallel.
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Example 1.22.
Are the two planes below parallel?

2x− y + z =3

4x− y + 2x =6

Again, we pull off the normal vectors: 〈2,−1, 1〉 and 〈4,−1, 2〉. No-
tice these vectors can’t be scalar multiples of one another: we’d need
to multiply the first vector by 2 to get a 4 in the first component of
the second vector, but then this would give a −2 in the second com-
ponent. Hence the planes are not parallel.

If two planes are not parallel, we can talk about the angle at which
those planes meet. Of course, geometrically, this is exactly what you think
it should be, but how do you go about calculating this angle? It’s relatively
clear that the normal vectors to the planes meet at the same angle as the
planes themselves, and we can calculate the angle between the vectors
by using dot products. That is, if our planes have normal vectors ~n =
〈n1, n2, n3〉 and ~m = 〈m1,m2,m3〉, then the angle between the planes is
the same as the angle between these vectors, which we know is just

θ = cos−1

(
~m · ~n
‖~m‖‖~n‖

)
.

Example 1.23.
What’s the angle between the planes given by the equations below?

2x+ 3y − z =0

3x+ y + 4z =12

Our normal vectors are 〈2, 3,−1〉 and 〈3, 1, 4〉. Notice these vec-
tors aren’t scalar multiples of one another, so the planes aren’t par-
allel and must intersect. The angle between the planes is the same



CHAPTER 1. PRELIMINARIES 98

as the angle between these two vectors:

θ = cos−1

(
〈2, 3,−1〉 · 〈3, 1, 4〉

‖ 〈2, 3,−1〉 ‖ ‖ 〈3, 1, 4〉 ‖

)
= cos−1

(
6 + 3− 12√

4 + 9 + 1
√

9 + 1 + 16

)
= cos−1

(
−3√
364

)
≈99.05◦



2Curves
Mathematics is not about numbers, equations,
computations or algorithms: it is about
understanding.

Bill Thurston

In the previous chapter we were essentially interested in “linear” quan-
tities: vectors, linear transformations, lines, and planes. We made a cou-
ple of diversions to discuss some other things like spheres, but the bulk
of the first chapter of the notes was really about things that were straight
and flat. In this chapter we start to study more general objects by replac-
ing lines with curves. As we will see, however, one of the main motifs
of calculus is that we should approximate non-linear objects with linear
ones. As the course progresses we will see this idea reappear in various
ways, but to begin we first need to discuss how to represent curves in
space.

2.1 Vector-valued functions and parametric
curves

In this section we’ll introduce the notion of a vector-valued function, dis-
cuss the relationship between vector-valued functions and curves, and
finally start doing some calculus by talking about limits and continuity of
vector-valued functions.

Review of parametric curves
In your second semester of calculus you learned about parametric curves,
which were curves described by two functions, x(t) and y(t), which indi-
vidually told you the x- and y-coordinates of points on the curve. Just
to refresh your memory, let’s work through one very simple example.
Suppose that x(t) = cos(t) and y(t) = sin(t). At a given value of t, the
point (x(t), y(t)) = (cos(t), sin(t)) is a point on the curve. For example,

99
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the points
(cos(0), sin(0)) =(1, 0)

(cos (π/6) , sin (π/6))) =

(√
3

2
,
1

2

)

(cos (π/4) , sin (π/4))) =

(√
2

2
,

√
2

2

)

(cos (π/3) , sin (π/3))) =

(
1

2
,

√
3

2

)
(cos (π/2) , sin (π/2))) = (0, 1)

are all on the curve. If we take all of the points we could possibly get for
all values of t ∈ R, that collection of points gives us the circle of radius
one centered at the origin.

In general, if x, y : R→ R are continuous functions, then the set{
(x(t), y(t))

∣∣ t ∈ R
}

forms a curve called a parametric curve.
We want to do the exact same thing for curves in 3-space. So, of course,

all we have to do is add in a function to tell us the z-coordinate of points
on the curve. That is, we have three continuous functions x, y, z : R→ R,
and consider the set of points{

(x(t), y(t), z(t))
∣∣ t ∈ R

}
.

This is a parametric curve in three-dimensional space.

Example 2.1.
What does the curve given by

x(t) = cos(t)

y(t) = sin(t)

z(t) =t

look like?
If we ignored the z-coordinate, we’d have a unit circle in the xy-

plane. The z-coordinate just changes as t changes, though: so as we
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increase t to move counter-clockwise around the circle, the z-value
of our point is increasing. This gives us a curve that winds around
the z-axis. Such a curve is called a helix, and is plotted in the figure
below.

Vector-valued functions
In the case of parametric curves, we take three continuous functions of a
single variable, and glue them together to get a point in space. We could
just as well think of this as a function which takes in a single real num-
ber, and spits out a point in space. That is, we could think of these three
separate functions as being one function which takes an input t and spits
out three different numbers, x(t), y(t), and z(t).

In general, a function which takes a single value t, and associates to it
three numbers is an example of a vector-valued function: ~r : R→ R3. So,
the input to this function is a real number, but the out is a 3-dimensional
vector: hence the arrow over the function’s name. Any such function can
always be thought of as three separate functions which give the x-, y-,
and z-components of the vector. These are the component functions of
the vector valued function:

~r(t) = 〈x(t), y(t), z(t)〉
=x(t)~ı+ y(t)~+ z(t)~k.
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In the case of curves we have to assume that each of these functions was
continuous, but for a general vector valued function we don’t need to
make such an assumption.

A vector-valued function ~r(t) is defined only where all of its compo-
nent functions are defined. This is, of course, called the domain of the
function.

Example 2.2.
What’s the domain of the following vector-valued function?

~r(t) =
〈√

9− t2, t, sin−1(2 + t)
〉

Here, our component functions are

x(t) =
√

9− t2

y(t) =t

z(t) = sin−1(3− t).

The function ~r(t) is defined only if each one of the component func-
tions is defined, so we need to determine the domain of each of these
functions.

The domain of x(t) is [−3, 3]; the domain of y(t) is all real num-
bers, R; and the domain of z(t) is (2, 4). The only place where each
of these functions is defined is the interval (2, 3]. Thus the domain
of ~r(t) is (2, 3].

Curves in 3-space
Notice that every vector-valued function gives us a curve in 3-space. We
imagine that for each vector ~r(t) we get when we plug in a value for t, the
tail of that vector is at the origin. Then the tip of vector is some point in
space. Imagine that a tiny pen or paint brush is attached to the tip of the
vector. As the value of t changes, the tip of this vector changes, and the
pen traces out a curve in space.
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2.2 Limits, continuity, and tangent vectors
In the last section we defined vector-valued functions, and mentioned
their relationship to parametric curves in 3-space. In this section we’ll
discuss how to take limits of these vector-valued functions, and what it
means to say that such a function is continuous.

Limits
Recall that in the last section we said a vector-valued function was a func-
tion of the form

~r(t) = 〈x(t), y(t), z(t)〉

where each of x(t), y(t), z(t) was a scalar-valued functions. We’re going to
want to do calculus with these vector-valued functions, in the sense that
we’ll want to integrate and differentiate these functions. Since derivatives
and integrals are defined in terms of limits, we first have to make sense
of what the limit of a vector-valued function is.

Intuitively, lim
t→t0

~r(t) = ~v means that as t gets “really close” to t0, the
value of ~r(t) gets “really close” to ~v. This is exactly what a limit of a func-
tion f : R→ R means, and we’re just extending that idea to vector-valued
functions. The problem is that “really close” is a pretty vague term, so
we’d like to make it precise.

Basically, we want ~r(t) to get arbitrarily close to ~v. So if you give me an
ε > 0, I want to be able to say that ~r(t) and ~v are less than ε-distance away
from one another, provided t and t0 are close enough. Now, how should
we measure how far apart two vectors are? We’ll define the distance be-
tween two vectors as the magnitude of their difference. I.e., the distance
between ~u and ~v is defined to be ‖~u − ~v‖. (Notice this is the same as the
distance between the tips of the arrows, if the tails are the origin.)

Caution: The next few points are a little bit technical and might seem
strange if you’re not used to these sorts of ideas. They’re here if you’re
curious or ambitious enough to try to understand them, but you can skip
over this stuff if you want and just go to the theorem below.

Now, to formally define the limit: We’ll write lim
t→t0

~r(t) = ~v if for every
ε > 0 there exists a δ > 0 such that ‖~r(t)− ~v‖ < ε whenever |t− t0| < δ. If
~r(t) = 〈x(t), y(t), z(t)〉 and ~v = 〈x0, y0, z0〉, this means√

(x(t)− x0)2 + (y(t)− y0)2 + (z(t)− z0)2 < ε.
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Since √x is an increasing function,√
(x(t)− x0)2 + (y(t)− y0)2 + (z(t)− z0)2

<
√

(x(t)− x0)2 +
√

(y(t)− y0)2 +
√

(z(t)− z0)2.

We can rewrite this as√
(x(t)− x0)2 + (y(t)− y0)2 + (z(t)− z0)2

<|x(t)− x0|+ |y(t)− y0|+ |z(t)− z0|

So, as long as each of the following inequalities holds:
|x(t)− x0| <ε/3

|y(t)− y0| <ε/3

|z(t)− z0| <ε/3

it’s guaranteed that ‖~r(t)−~v‖ < ε. This means that if x(t)→ x0, y(t)→ y0,
and z(t)→ z0 as t→ t0, then ~r(t)→ ~v.

In fact, you can go the other way to show that if the limit of ~r(t) exists,
then the limits of the component functions must exist as well. If the limit
exists, then for every ε > 0 there exists a δ > 0 so that√

(x(t)− x0)2 + (y(t)− y0)2 + (z(t)− z0)2 < ε

whenever |t− t0| < δ. This works for every ε > 0, so in particular it works
for ε2: We can guarantee that the expression under the radical above is
less than ε2 if we choose δ small enough. This implies that each of

(x(t)− x0) <ε2

(y(t)− y0) <ε2

(z(t)− z0) <ε2.

(If any of these quantities was greater than or equal to ε2 then the ex-
pression under the radical would be greater than or equal to ε2 as well.)
Taking roots of both sides gives us the result.

The arguments above basically prove the following the theorem:

Theorem 2.1.
The limit of the vector-valued function limt→t0 ~r(t) exists and equals ~v, if
and only if the limits of the component functions exist and equal the com-
ponents of ~v.
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Symbolically, the above theorem just states:

lim
t→t0

~r(t) =

〈
lim
t→t0

x(t), lim
t→t0

y(t), lim
t→t0

z(t)

〉
.

So taking limits of vector-valued functions is about as easy as you could
hope for.

Example 2.3.
Calculate the following limit:

lim
t→0

〈
sin(t)

t
, t2 + 2,

t2 − t
t

〉
We simply take the limits of the component functions to get

lim
t→0

〈
sin(t)

t
, t2 + 2,

t2 − t
t

〉
=

〈
lim
t→0

sin(t)

t
, lim
t→0

(
t2 + 2

)
, lim
t→0

t2 − t
t

〉
= 〈1, 2,−1〉

Notice in the example above that the function is not defined at t = 0,
but the limit still exists. (Compare this to the idea of a removable discon-
tinuity from your first semester of calculus.)

If any of the component functions doesn’t have a limit, then the vector-
valued function doesn’t have a limit either. This includes the case when
one of the component functions has a limit of ±∞.

Example 2.4.
Does the following limit exist?

lim
t→2

〈
t2 − 4

t− 2
,
cos(t− 2)

t
,

1

t− 2

〉
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What we need to see is if the limit of each of the component func-
tions exists or not:

lim
t→2

t2 − 4

t− 2
= lim

t→2

(t+ 2)(t− 2)

t− 2
= lim

t→2
(t+ 2)

= 4

lim
t→2

cos(t− 2)

t
=

cos 0

2

=
1

2

lim
t→2

1

t− 2
DNE

The last limit does not exist because the left- and right-hand limits
don’t equal:

lim
t→2+

1

t− 2
=∞

lim
t→2−

1

t− 2
=−∞

Continuity
We say that the vector-valued function ~r(t) is continuous at t0 if the fol-
lowing conditions are met:

(i) ~r(t0) is defined
(ii) The limit lim

t→t0
~r(t) exists

(iii) The two values above are the same: lim
t→t0

~r(t) = ~r(t0).

This of course just amounts to saying that each of the component func-
tions is continuous at t0.

If a ~r(t) is continuous at every point in its domain, then we just say that
~r(t) is continuous. This means that the component functions are contin-
uous in their shared domain (in the domain of ~r(t)).
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Theorem 2.2.
The function ~r(t) = 〈x(t), y(t), z(t)〉 is continuous at t0 if and only if each
of the component functions is continuous at t0. That is:

(i) x(t0), y(t0), and z(t0) all exist

(ii) Each of the limits, limt→t0 x(t), limt→t0 y(t), and limt→t0 z(t) exists.

(iii) The following equations hold:

lim
t→t0

x(t) = x(t0)

lim
t→t0

y(t) = y(t0)

lim
t→t0

z(t) = z(t0)

Example 2.5.
Is the function ~r(t) =

〈
t2, t+ 2, 1

t2

〉 continuous at the point t = 0?
No, this function is not continuous at t = 0 because of the last

component function: the function isn’t defined at t = 0.

Example 2.6.
Is the function ~r(t) =

〈
t2, t+ 2, 1

t2

〉 continuous?
Yes, this function is continuous. The domain of this function is

(−∞, 0)∪ (0,∞), and the function is continuous at every point in its
domain.

The basic idea behind continuity (not just for vector-valued functions,
but continuous functions in general) is that small changes in inputs pro-
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duce small changes in outputs. This is really the content of all this techni-
cal ε-δ stuff above: if you change the input just a tiny little bit, the output
can’t change too drastically. For this reason continuous functions are re-
ally nice to work with, because they can’t do anything too crazy. (Addi-
tionally, most of the real, physical quantities people care about are mod-
elled by continuous functions. If you imagine that the temperature in
a room is a function of the position in the room, the temperature can’t
change too quickly if you change the position just a little bit.)

Tangent vectors and tangent lines
In your first semester calculus class you learned that the derivative of a
function f(x) at a point x0 gives the slope of the tangent line to y = f(x) at
(x0, f(x0)). We would like to do something similar for parametric curves
and vector-valued functions. The slope of this line is difficult to compute,
so we approximate it with something similar by simpler: the slope of a
tangent line between two nearby points. In particular, we consider two
points (x0, f(x0)) and (x, f(x)) (for x very near to x0) on our graph and
compute the slope of the line between these points to simply be

f(x)− f(x0)

x− x0

.

This is only an approximation to the quantity we care about, though, and
we get better approximations by moving x closer to x0. Thus we are lead
to the idea of taking the limit as x approaches x0,

lim
x→x0

f(x)− f(x0)

x− x0

,

and this limit (if it exists) is the slope of the line tangent to our graph at
that point.

We want to mimic this idea for parametric curves, however in three
(and higher) dimensions the direction of a line isn’t given simply by a
single number, but rather is a vector. Thus the “slope of the tangent line”
from first semester calculus is replaced by “a vector pointing along the
tangent line” now, which we simply call the “tangent vector.”

To be more precise, say we want to find the direction (tangent vector)
for the line tangent to the curve parametrized by ~r(t) at the point ~r(t0).
This seems difficult to do, so we approximate with something simpler.
We pick some nearby value t close to t0 and consider the two points ~r(t)
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and ~r(t0) on our curve. We can very easily get compute the displacement
vector between these two points as

~r(t)− ~r(t0).

At first you may be tempted to go ahead and take the limit as t goes to t0 of
this quantity, but let’s notice that if our function is continuous, then this
limit will always go to zero. Let’s fix this by dividing this expression by
t−t0. This will preserve the direction of our vector (since we’re just doing
scalar multiplication), but it the advantage of preventing our quantity
from shrinking too quickly for the limit to be interesting (since we are
dividing by very small values, which gives us bigger vectors, when t is
very close to t0). That is, we want to consider the limit

lim
t→t0

~r(t)− ~r(t0)

t− t0
.

This limit, if it exists, we will call the derivative of ~r(t) at t0 and denote it
by ~r ′(t0).

Let’s go ahead and notice that if ~r(t) = 〈x(t), y(t), z(t)〉 then we can
rewrite this quantity as follows:

~r ′(t0) = lim
t→t0

~r(t)− ~r(t0)

t− t0

= lim
t→t0

〈x(t), y(t), z(t)〉 − 〈x(t0), y(t0), z(t0)〉
t− t0

= lim
t→t0

〈x(t)− x(t0), y(t)− y(t0), z(t)− z(t0)〉
t− t0

= lim
t→t0

〈
x(t)− x(t0)

t− t0
,
y(t)− y(t0)

t− t0
,
z(t)− z(t0)

t− t0

〉
=

〈
lim
t→t0

x(t)− x(t0)

t− t0
, lim
t→t0

y(t)− y(t0)

t− t0
, lim
t→t0

z(t)− z(t0)

t− t0

〉
= 〈x′(t0), y′(t0), z′(t0)〉 .

That is, we can (very conveniently) compute the derivative of a vector-
valued function by simply taking the derivatives of each of its compo-
nents.

Example 2.7.
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Find a vector tangent to the curve parametrized by

~r(t) =
〈
2 sin2(t), cos(t) sin(t), ln(t2 + 1)

〉
when t = π.

First we calculate the derivative vector,

~r ′(t) =

〈
4 sin2(t) cos(t), cos2(t)− sin2(t),

2t

t2 + 1

〉
.

When t = π this vector is

~r ′(π) =

〈
0, 1,

2π

π2 + 1

〉
,

and by the above proposition, this vector is tangent to the curve
when t = π.

Example 2.8.
Find a vector tangent to the curve parametrized by

~r(t) =
〈

3t2 − t, 4t, e−
√
t
〉

at the point (44, 16, e−2).
Notice that in this example we weren’t given a value of t, but were

instead given a point on the curve. For us to find a vector tangent to
this curve, we first need to figure out what value of t corresponds to
the point (44, 16, e−2). To do this we solve the system

3t2 − t = 44

4t = 16

e−
√
t = e−2.

These equations are satisfied only when t = 4. (In general, there
may be several values of t that satisfy the equations (x(t), y(t), z(t)) =
(x0, y0, z0). This corresponds to the curve passing through the same
point several times. Each of these different values of t will give us
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different tangent vectors, and the one we choose to calculate may
matter in certain problems!)

Now we calculate the derivative,

~r ′(t) =
〈

6t− 1, 4, (2t)−
1/2e−

√
t
〉
.

Plugging in t = 4 we have that the vector

~r ′(4) =

〈
23, 4,

e−2

√
8

〉
is tangent to the curve at the point (44, 16, e−2).

One subtle point to notice here is that the same curve can be parametrized
in several different ways. For example, the helix we saw before (in Lecture
7) is traced out by each of the three vector-valued functions below:

~r1(t) = 〈cos(t), sin(t), t〉
~r2(t) = 〈cos(2t), sin(2t), 2t〉
~r3(t) = 〈cos(−t), sin(−t),−t〉 .

Though each of these vector-valued functions gives us the same curve, the
points of ~ri(t) move around the curve in different ways. In particular, ~r2(t)
moves through the curve twice as fast as ~r1(t) does, and ~r3(t) traverses the
curve in reverse.

Differentiating each of the ~ri(t) gives us different vectors that are tan-
gent to the curve. For example, each of the three vectors below is tangent
to the curve at the point (1, 0, 0).

~r1
′(0) = 〈0, 1, 1〉

~r2
′(0) = 〈0, 2, 2〉

~r3
′(0) = 〈0,−1,−1〉 .

(Note that for this particular point on the curve, the value t = 0 gives
(1, 0, 0) for each fo the ri(t). This is a special situation, and doesn’t hap-
pen in general! For example, the point (0, 1, 2π) is on the curve, but cor-
responds to ~r1(2π), ~r2(π) and ~r3(−2π).)

For some problems and applications the choice of the parametriza-
tion (and thus tangent vector) matters, but for other problems it doesn’t.
For example, if ~r(t) is supposed to be position of a particle as it moves



CHAPTER 2. CURVES 112

around in space, and so ~r ′(t) is the velocity, changing the parametrization
will (typically) change the velocity, and so the parametrization matters in
such a situation. If however we were only interested in the geometry of a
curve, and not really care about how quickly you move along the curve,
then we wouldn’t care about the parametrization or which tangent vector
we used.

For this reason we’ll often work with unit tangent vectors. These are
tangent vectors which are also unit vectors – that is, these vectors have
length 1. In situations where the parametrization (and so choice of tan-
gent vector) doesn’t matter, it will be convenient to work with unit vec-
tors. Given a parametrization ~r(t) of the curve, we can always calculate
the unit tangent vector by making ~r ′(t) have unit length. That is, for a
curve parametrized by ~r(t), the unit tangent vector of the curve is

~T (t) =
~r ′(t)

‖~r ′(t)‖
.

Example 2.9.
Find a unit tangent vector for the helix at the point (

√
2/2,

√
22/,π/4).

We know that the helix may be parametrized by

~r(t) = 〈cos(t), sin(t), t〉 .

In this case the given point corresponds to t = π/4. Thus

~r(t) = 〈cos(t), sin(t), t〉
=⇒ ~r ′(t) = 〈− sin(t), cos(t), 1〉
=⇒ ~r ′ (π/4) = 〈−

√
2/2,

√
2/2, 1〉

=⇒ ‖~r ′ (π/4) ‖ =
√

1/2 + 1/2 + 1 =
√

2

=⇒ ~T (π/4) = 〈1/2, 1/2, 1/
√

2〉 .

Notice that if we had used another parametrization, such as~r(t) =
〈cos(2t), sin(2t), 2t〉, and so we’d use t = π/8, we’d calculate the same
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unit tangent vector.

~r(t) = 〈cos(2t), sin(2t), 2t〉
=⇒ ~r ′(t) = 〈−2 sin(2t), 2 cos(2t), 2〉

=⇒ ~r ′ (π/8) =
〈
−
√

2,
√

2, 2
〉

=⇒ ‖~r ′ (π/8) ‖ =
√

2 + 2 + 4 =
√

8

=⇒ ~T (π/4) = 〈1/2, 1/2, 1/
√

2〉 .

If we had used the third parametrization mentioned above, we’d
have the negative of this vector.

This is the nice thing about using unit tangent vectors: we can (almost)
forget the choice of parametrization.

Now that we know how to get a vector tangent to a curve, we can find
the equation of a line tangent to the curve.

Example 2.10.
Find the equation of a line which is tangent to the curve ~r(t) =
〈t, t2, t3〉 at the point (−2, 4,−8).

First notice that the point (−2, 4,−8) corresponds to t = −2 with
the above parametrization. The tangent vector is then

~r(t) =
〈
t, t2, t3

〉
=⇒ ~r ′(t) =

〈
1, 2t, 3t2

〉
=⇒ ~r ′(−2) = 〈1,−4, 12〉

We have a point on the line, (−2, 4,−8), and a vector parallel to the
line, 〈1,−4, 12〉. Hence the symmetric equations of the tangent line
are

x+ 2 =
4− y

4
=
x+ 8

12
.
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2.3 Arclength
We know how to calculate the length of a line segment in 3-space by using
the Pythagorean theorem. We can thus estimate the length of a curve by
approximating the curve with line segments. Taking the limit as the line
segments become arbitrarily short we obtain an integral which tells us the
arclength of the curve.

Basic idea behind arclength
Recall that the line segment connecting the points (x0, y0, z0) and (x1, y1, z1)
has length√

(x1 − x0)2 + (y1 − y0)2 + (z1 − z0)2 =
√

∆x2 + ∆y2 + ∆z2.

Suppose instead of measuring the length of a straight line segment, we
instead wanted to measure the length of a curve. How could we use the
tools we already know (lengths of line segments) to calculate the length
of a curve?

What we’ll do is approximate the curve with line segments, calculate
the lengths of those line segments, and add up those lengths. This will
give us an estimate of the length of the curve.

Example 2.11.
Suppose our curve is the helix parametrized by

~r(t) = 〈cos(t), sin(t), t〉

where 0 ≤ t ≤ 2π. To approximate the length of the curve, let’s
pick five points on the curve, and calculate the lengths of the line
segments connecting those points. In order to pick points on the
curve, we can just pick points in the interval [0, 2π]. Say we pick the
points

0, π/2, π, 3π/2, 2π.

Plugging these values of t into ~r(t) gives us the following points
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on the curve:

P0 = ~r(0) = (1, 0, 0)

P1 = ~r (π/2) = (0, 1, π/2)

P2 = ~r (π) = (−1, 0, π)

P3 = ~r (3π/2) = (0,−1, P4 = 3π/2)

~r(2π) = (1, 0, 2π)

Now we calculate the distances between these points (aka the length
of the line segment connecting the points):

|P0P1| =
√

1 + 1 + π2/4 =

√
8 + π2

2
√

2
= |P1P2|
= |P2P3|
= |P3P4|

(In this particular example it worked out that these line segments all
had the same length). Summing these lengths, we estimate that the
length of the helix is

√
16 + 2π2.

If we wanted to make our estimate better, we’d approximate the curve
with lots and lots of small line segments. Say our curve was parametrized
by ~r(t) = 〈x(t), y(t), z(t)〉 where a ≤ t ≤ b. If we cut the interval [a, b] into
n different segments, say

P = {a = t0, t1, t2, ..., tn−1, tn = b}

where ti−1 ≤ ti, then the length of the line segment connecting ~r(ti−1) and
~r(ti) would be√

(x(ti)− x(ti−1))2 + (y(ti)− y(ti−1))2 + (z(ti)− z(ti−1))2 =
√

∆x2
i + ∆y2

i + ∆z2
i .

Our estimate to the length of the curve would then be
#P∑
i=1

√
∆x2

i + ∆y2
i + ∆z2

i .

Of course what we’d like to do now is take a limit as the points on the
curve get arbitrarily close together: |P| → 0. Before we do this, let’s notice
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that we can rewrite the summand above as√
∆x2

i + ∆y2
i + ∆z2

i =

√(
∆xi∆ti

∆ti

)2

+

(
∆yi∆ti

∆ti

)2

+

(
∆zi∆ti

∆ti

)2

=

√(
∆xi
∆ti

)2

+

(
∆yi
∆ti

)2

+

(
∆zi
∆ti

)2

∆ti

Now, if we assume that each of x(t), y(t), z(t) is differentiable, then the
mean value theorem tells us that there must exist some t∗i in the interval
[ti−1, ti] such that

x′(t∗i ) =
∆xi
∆ti

,

and similarly for ∆yi
∆ti

and ∆zi
∆ti

. Hence we can write our estimate for the
arclength of the curve as

#P∑
i=1

√
x′(t∗i )

2 + y′(t∗i )
2 + z′(t∗i )

2∆ti.

Taking the limit as |P| → 0, we have that the arclength of the curve is
ˆ b

a

√
x′(t)2 + y′(t)2 + z′(t)2 dt

Example 2.12.
The arclength of the segment of the helix parametrized by ~r(t) =
〈cos(t), sin(t), t〉with 0 ≤ t ≤ 2π is

ˆ 2π

0

√
sin2(t) + cos2(t) + 1 dt =

ˆ 2π

0

√
1 + 1 dt

=
√

2

ˆ 2π

0

dt

= 2π
√

2.
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Example 2.13.
Notice that the arclength of a curve is independent of the parametriza-
tion used. For example, if we used the parametrization~r(t) = 〈cos(2t), sin(2t), 2t〉
for 0 ≤ t ≤ π, we’d calculate the arclength to be

ˆ π

0

√
4 sin2(2t) + 4 cos2(2t) + 4 dt =

ˆ π

0

√
4 + 4 dt

=
√

8

ˆ π

0

dt

= 2
√

2

ˆ π

0

dt

= 2π
√

2.

Arclength parametrizations
Notice that the integrand,√

x′(t)2 + y′(t)2 + z′(t)2,

that appears in calculating arclength could also be written as ‖~r ′(t)‖:ˆ b

a

√
x′(t)2 + y′(t)2 + z′(t)2dt =

ˆ b

a

‖~r ′(t)‖dt.

In the special case that each tangent vector, ~r ′(t), is a unit vector for
every t, ‖~r ′(t)‖ = 1, we say that ~r(t) is an arclength parametrization of the
curve. The nice thing about an arclength parametrization is that it’s very
easy to calculate arclength:ˆ b

a

‖~r ′(t)‖dt =

ˆ b

a

dt = b− a.

That is, if we walk along a curve using an arclength parametrization for t
units of time, then we’ve walked t units of distance.

If we introduce an arclength function that measures the distance we’ve
walked along a curve after walking for t units of time,

s(t) =

ˆ t

0

‖~r ′(u)‖du,

then an arclength parametrization is the special case that s(t) = t.
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Example 2.14.
Find an arclength parametrization for the helix parametrized by

~r(t) = 〈cos(t), sin(t), t〉

where 0 ≤ t ≤ 2π.
When we calculate the arclength function we get

s(t) =

ˆ t

0

√
sin2(u) + cos2(u) + 1 du =

√
2t

We want this to simply equal t, so let’s solve the expression above
for t, obtaining t = s/

√
2. The claim now is that ~r (s/

√
2). Let’s double-

check that this is indeed an arclength parametrization:
ˆ t

0

∥∥∥∥~r ′( u√
2

)∥∥∥∥ du =

ˆ t

0

√
1

2
sin2

(
u√
2

)
+

1

2
cos2

(
u√
2

)
+

1

2
du

=

ˆ t

0

√
1

2
+

1

2
du

= t

So this is indeed an arclength parametrization.

2.4 Curvature
We now turn our attention to associating a number to each point on a
curve that describes how “curvy” the curve is. This study of “curvature”
is the beginning of a long and interesting discussion if taken to the ex-
tremes. For example, understanding the curvature of a curves can later
be used to define a notion of curvature of surfaces, and extending the no-
tion of curvature to higher-dimensional objects essentially leads to Ein-
stein’s general theory of relativity. (It is outside the scope of this class,
but it’s interesting to note that gravity is really just the curvature of the
4-dimensional spacetime we live in, and a serious study of this in physics
basically boils down to studying four-dimensional geometry.)

Before we can define the “curvature” of a curve, we need some pre-
liminaries. First, in order of our definition of curvature to make sense
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we need to be sure that our curve “curves” in a nice way without mak-
ing any sharp kinks or corners. This is summed up by saying the curve is
“smooth.” To be precise, we will say that a parametrization ~r(t) of a curve
C is smooth if the following thee conditions are satisfied:
(1) the tangent vector ~r ′(t) exists for all t in the domain of ~r(t);
(2) the vector-valued function ~r ′(t) is continuous; and
(3) the tangent vector ~r ′(t) is not equal to the zero vector at any t.

We will say that a curveC is smooth if it admits a smooth parametriza-
tion. Notice that a curve can be smooth even if a given parametrization is
not smooth. For example, the following parametrization of the unit circle
in the plane is not a smooth parametrization:

~r(t) =


〈cos(t), sin(t)〉 if 0 ≤ t ≤ π

〈−1, 0〉 if π ≤ t ≤ 2π

〈cos(t− π), sin(t− π)〉 if 2π ≤ t ≤ 3π.

This parametrization walks around the top half of the curve, then just
completely stops at the point (−1, 0) for a long time before continuing.
While stopped at (−1, 0) (i.e., for π < t < 2π), the derivative will be
zero and so the parametrization is not smooth. Of course, the circle it-
self is smooth because it does have other parametrizations which satisfy
our definition of smooth above. Namely the “standard” parametrization
~r(t) = 〈cos(t), sin(t)〉 for 0 ≤ t ≤ 2π is a smooth parametrization as can
easily be checked.

Before we give the proper definition of curvature, let’s go ahead and
mention a few properites we might expect a measure of “curviness” to
have, just to help us build some intuition.
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• A line should have zero curvature.
• A circle should have constant curvature (as the circle is “equally

curvy” at every point).
• For curves which are “almost straight lines,” the curvature should

be small, but for curves which make quick turns, the curvature should
be large.

To actually define curvature, we’ll look at unit tangent vectors of the
curve and see how quickly those tangent vectors change as we walk along
the curve.
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Since we’re interested in how quickly these tangent vectors change, we
want to define the curvature as the derivative of the unit tangent vectors.
These vectors change as we walk along the curve, so we differentiate with
respect to arclength. That is, we will define the curvature of the curve to
be

κ =

∥∥∥∥∥d~Tds
∥∥∥∥∥

. Notice here that we are differentiating with respect to s which is the
arclength. That is, our definition of curvature should be independent of
the parametrization we choose.

The definition of curvature we’ve stated makes intuitive sense (mea-
sure how the tangent vectors change as you walk along the curve), but
it’s actually a little difficult to calculate because of the fact we want to dif-
ferentiate with respect to arclength. So, we’d like to change our definition
a little bit so that it works for any parametrization ~r(t) of our curve.

To do this, let’s recall that the arclength function s(t) associated to a
curve with parametrization ~r(t) with domain [a, b] is given by

s(t) =

ˆ t

a

‖~r ′(u)‖du.

Differentiating this tells us

ds

dt
= ‖~r ′(t)‖.

Now, notice that the unit tangent vector ~T appearing in our definition of
curvature κ above is a function of s, but s is itself a function of t. That is,
we really have a composition of functions, ~T (s(t)). We can differentiate
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this composition with respect to t by applying the chain rule:

d~T

dt
=

d

dt
~T (s(t))

= ~T ′(s(t)) · s′(t)

=
d~T

dt
· ds
dt

=
d~T

dt
· ‖d~r
dt
‖.

Now let’s notice that d~T
ds

is a vector and d~r
dt

is a scalar, so we’re just doing
scalar multiplication above. Taking the length of this vector we can factor
out this scalar multiple and obtain

‖d
~T

dt
‖ = ‖d

~T

ds
‖ · ‖d~r

dt
‖.

Note, though, ‖d~T
ds
‖ is exactly our curvature κ and so ‖d~T

dt
‖ = κ · ‖d~r

dt
‖,

which we can solve for the curvature to obtain

κ(t) =
‖~T ′(t)‖
‖~r ′(t)‖

.

Just to summarize, if we are given a parametrization ~r(t) of a curve C,
then the curvature at point ~r(t) on the curve is given by

κ(t) =
‖~T ′(t)‖
‖~r ′(t)‖

where
~T (t) =

~r ′(t)

‖~r ′(t)‖
.

Example 2.15.
Find the curvature of the line

x− x0

a
=
y − y0

b
=
z − z0

c
.

This is parametrized by

~r(t) = 〈x0 + at, y0 + bt, z0 + ct〉 ,
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and so we compute

~r ′(t) = 〈a, b, c〉

=⇒ ~T (t) =
〈a, b, c〉
‖ 〈a, b, c〉 ‖

=

〈
a√

a2 + b2 + c2
,

b√
a2 + b2 + c2

,
c√

a2 + b2 + c2

〉
=⇒ ~T ′(t) = 〈0, 0, 0〉

=⇒ κ(t) =
‖~T ′(t)‖
‖~r ′(t)‖

=
0√

a2 + b2 + c2
= 0,

and so the line has zero curvature.

Example 2.16.
Find the curvature of a circle of radius ρ > 0 in the plane.

We may parametrize the circle by

~r(t) = 〈ρ cos(t), ρ sin(t), 0〉

and so
~r ′(t) = 〈−ρ sin(t), ρ cos(t), 0〉 .

Now let’s notice the magnitude ‖~r ′(t)‖ is easily computed by

‖~r ′(t)‖ =
√
ρ2 sin2(t) + ρ2 cos2(t)

=
√
ρ2(sin2(t) + cos2(t))

=
√
ρ2

= |ρ| = ρ.

Now we can easily compute the unit tangent vectors as

~T (t) =
~r ′(t)

‖~r ′(t)‖

=
〈−ρ sin(t), ρ cos(t), 0〉

ρ

= 〈− sin(t), cos(t), 0〉 ,
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which have derivatives
~T ′(t) = 〈− cos(t), sin(t), 0〉 .

Of course, then easily see

‖~T ′(t)‖ =
√

cos2(t) + sin2(t) = 1,

and using our formula for curvature above we have

κ(t) =
‖~T ′(t)‖
‖~r ′(t)‖

=
1

ρ
.

That is, a circle of radius ρ has curvature 1
ρ
.

Remark.
It’s interesting to note that since curvature is one over the radius, the
larger the radius, the smaller the curvature. This has the following
interpretation: if you were to drive your car in a perfect circle, you’ll
drive in larger circles by rotating the wheel less (your rotation of the
wheel is essentially the curvature of the curve you’re driving along).
For smaller, tighter circles you need to turn the wheel more. If you
want to burn donuts in the parking lot, for example, you need to turn
the wheel as much as you can.

Also, to a small insect living on your circle, the bigger the circle is,
the flatter the circle appears (the curvature is closer to zero). This is
something you essentially experience in your own life: the radius of
the Earth is big, so its curvature is small, and so the Earth “feels” flat
over small enough regions. (The Earth is a sphere and not a circle,
but we can measure the curvature of surfaces and a similar type of
statement will hold there as well.)

Since ~T (t) = ~r ′(t)
‖~r ′(t)‖ , it shouldn’t be too surprising that we can rewrite

the formula for curvature only in terms of ~r(t) and its derivatves. No-
tice, in particular, that our formula of κ(t) involves the derivative of ~T ′(t)
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which itself is defined in terms of the derivative of ~r ′(t). That is, we
should expect that the curvature involves a second derivative of ~r(t). This
is basically what the following theorem tells us.

Theorem 2.3.
If C is a curve with smooth parametrization ~r(t), then its curvature func-
tion can be computed as

κ(t) =
‖~r ′(t)× ~r ′′(t)‖
‖~r ′(t)‖3

Example 2.17.
Find the curvature κ(t) of the curve parametrized by ~r(t) = 〈t, t2, et〉.

First we need to compute all of the quantities required to use The-
orem 2.3.

~r ′(t) =
〈
1, 2t, et

〉
~r ′′(t) =

〈
0, 2, et

〉
‖~r ′(t)‖ =

√
1 + 4t2 + e2t

~r ′(t)× ~r ′′(t) = det

~ı ~ ~k
1 2t et

0 2 et


=
〈
2et(t− 1),−et, 2

〉
‖~r ′(t)× ~r ′′(t)‖ =

√
4e2t(t2 − 2t+ 1) + e2t + 4.

Thus the curvature is given by

κ(t) =

√
4e2tt2 − 8e2tt+ 4e7t + e2t + r

1 + 4t2 + e2t
.
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At the point ~r(0) = (0, 0, 1) this becomes

κ(0) =

√
0− 0 + 4 + 1 + 4

1 + 0 + 1
=

3√
2
.

Given any point on a smooth curve we can define the unit normal
vector of the curve at that point as the unit vector which points in the
direction of curvature. As ~T ′(t) points in the direction of curvature, we
thus have that the unit normal vector (denoted ~N(t)) is given by

~N(t) =
~T ′(t)

‖~T ′(t)‖
.

Example 2.18.
Calculate the unit normal of ~r(t) =

〈
t2, 2

3
t3, t
〉 at (1, 2

3
, 1).

We simply compute all the relevant quantities by differentiating
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and normalizing:

~r ′(t) =
〈
2t, 2t2, 1

〉
‖~r ′(t)‖ =

√
4t2 + 4t4 + 1 =

√
(2t2 + 1)2 = 2t2 + 1

~T (t) =

〈
2t

2t2 + 1
,

2t2

2t2 + 1
,

1

2t2 + 1

〉
~T ′(t) =

〈
4t2 + 1− 8t2

4t2 + 4t4 + 1
,
8t3 + 4t− 8t2

4t2 + 4t4 + 1
,

−4t

4t2 + 4t4 + 1

〉
.

Notice now that our point corresponds to t = 1. We can thus
compute

~T ′(1) =

〈
−3

9
,
4

9
,
−4

9

〉
=

1

9
〈−3, 4,−4〉

‖~T ′(1)‖ =

√
9

81
+

16

81
+

16

81
=

√
41

9
.

Now we can determine the unit normal vector as

N(1) =
~T ′(1)

‖~T ′(1)‖
=
〈−3, 4,−4〉√

41
.

At every point on our curve we can associate a plane by considering
the plane containing our unit tangent vector ~T (t) and unit normal vector
~N(t) and which contains our point on the curve. Since the equation of a
plane depends on a vector orthogonal go the plane, if we were to write
down the equation of this plane we would need that orthogonal vector,
which we can compute using the cross product ~T (t)× ~N(t). We typically
call this vector the “normal vector” of the plane, but here we are already
using the word “normal” to mean the unit normal vector ~N(t). Thus to
avoid confusion (or, perhaps add to the confusion?) we call this orthog-
onal vector the binormal vector of the curve at the given point, denoted
~B(t) = ~T (t)× ~N(t).
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Inside of this plane we consider a circle called the osculating circle of
the curve. This is a circle which is tangent to the curve (in the sense that
the circle and the curve intersect at a given point and have the same (or
opposite) unit normal vectors), has the same curvature as the curve, and
the unit normal ~N(t) points towards the center of the circle.

Example 2.19.
Find the equation of the osculating circle to the graph y = x2 at the
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origin.
We first find a parametrization for our curve,

~r(t) =
〈
t, t2, 0

〉
.

We can then compute the tangent vector,

~r ′(t) = 〈1, 2t, 0〉 ,

which has magnitude

‖~r ′(t)‖ =
√

1 + 4t2.

The unit tangent vector is then

~T (t) =

〈
1√

1 + 4t2
,

2t√
1 + 4t2

, 0

〉
.

We can then compute the derivative of the unit tangent vectors to be

~T ′(t) =

〈
−8t

2

(
1 + 4t2

)−3/2
, 2(1 + 4t2)−1/2 − 8t2(1 + 4t2)−3/2, 0

〉
We can now compute the curvature as

κ(0) =
‖~T ′(0)‖
‖~r ′(0)‖

= 2.

Thus the osculating circle will have radius 1/2.
The unit normal at the origin, corresponding to t = 0, is

~N(0) =
~T ′(0)

‖~T ′(0)‖
= 〈0, 1, 0〉 .

and so the equation of the osculating circle is

x2 +

(
y − 1

2

)2

=
1

4
.
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2.5 Motion in space and integrals of
vector-valued functions

We end this chapter by quickly mentioning some applications of the ma-
terial we have discussed to the motion of a particle in three-space. In
doing so we will also introduce the idea of integrating a vector-valued
function and see that this can be interpreted as computing displacement
from velocity.

Motion of a particle in 3-space
We have thought about parametrizations and vector-valued functions as
defining a curve in space, but if we interpret the variable t to be time, we
can also think of a vector-valued function as telling us the position of a
particle as it moves in space. That is, at some moment in time we begin
to record the position of a small object as it flies around in 3-space by
keeping track of its x-, y-, and z-coordinates. As these change over time,
they determine functions x(t), y(t), and z(t). That is, we have exactly the
same information as in a parametrization of a curve.

There are several physical quantities we may associate to this particle
as it moves around in space, such as its total displacement, its velocity,
its acceleration, and the distance travelled. These are all closely related to
quantities we’ve already discussed such as tangent vectors, normal vec-
tors and curvature, and arclength.

To be more explicit, let’s first consider determining the velocity of the
particle. Velocity is a change in position (aka displacement) over a change
in time. In particular, if the particle is at position~r(t0) = 〈x(t0), y(t0), z(t0)〉
at some moment in time t0 and then moves to position

~r(t0 + h) = 〈x(t0 + h), y(t0 + h), z(t0 + h)〉

over the course of h units of time, then the average velocity of the particle
is simply the displacement divided by the time it took for that displace-
ment to occur, which is just

~r(t0 + h)− ~r(t0)

h
=

〈
x(t0 + h)− x(t0)

h
,
y(t0 + h)− y(t0)

h
,
z(t0 + h)− z(t0)

h

〉
.

This quantity is the average velocity of the particle over the time interval
from t0 to t0 +h. To compute the instantaneous velocity of the particle at
time t0, we simply take the limit of the average velocities as the amount
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of time shrinks to zero, and this gives us

lim
h→0

~r(t0 + h)− ~r(t0)

h

=

〈
lim
h→0

x(t0 + h)− x(t0)

h
, lim
h→0

y(t0 + h)− y(t0)

h
, lim
h→0

z(t0 + h)− z(t0)

h

〉
Notice, though, this is exactly the derivative ~r ′(t0). That is, the velocity of
a particle is simply the derivative of its position, just as in one-dimension.
Notice that velocity is a vector-valued quantity: it tells us not simply how
fast we are moving, but in which direction we are moving. If we only care
about the speed of the particle, then we want to convert the velocity vector
into a scalar, which is done simply by taking the magnitude. That is, the
speed of a particle with position ~r(t) is just ‖~r ′(t)‖.

Example 2.20.
Suppose the position of a particle at time t is given by (3 sin(πt), et

2+3t,
√
t).

Find the instantaneous velocity of the particle at time t = 1. Find the
speed of the particle at time t = 1 as well.

Letting ~r(t) =
〈

3 sin(πt), et
2+3t,

√
t
〉

, we simply calculate ~r ′(1).
Note first

~r ′(t) =

〈
3π cos(πt), et

2+3t(2t+ 3),
1

2
√
t

〉
=⇒ ~r ′(1) =

〈
−3π, 5e4,

1

2

〉
This is velocity, so the speed is the magnitude of this vector,

‖~r ′(1)‖ =

√
9π2 + 25e8 +

1

4
≈ 273.154.

The acceleration of a particle is, of course, simply the derivative of its
velocity; the acceleration is the second derivative of position.

Example 2.21.
Find the instantaneous acceleration at time t = 1 of the particle
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whose position at time t is (3 sin(πt), et
2+3t,
√
t).

First we calculate the second derivative,

~r(t) =
〈

3 sin(πt), et
2+3t,

√
t
〉

=⇒ ~r ′(t) =

〈
3π cos(πt), et

2+3t(2t+ 3),
1

2
√
t

〉
=⇒ ~r ′′(t) =

〈
−3π2 sin(πt), (2t+ 3)2et

2+3t + 2et
2+3t,

−1

4t3/2

〉
Thus the acceleration at t = 1 is

~r ′′(1) =
〈
0, 27e4,−1/4

〉
.

Some derivative rules
We have lots of ways of combining vectors (vector addition, scalar multi-
plication, dot products, cross products), and so do all of these operations
on vector-valued functions as well. That is, if ~r(t) and ~s(t) are two vector-
valued functions, it makes sense to talk about ~r(t) · ~s(t) or ~r(t)× ~r(t).

Example 2.22.
Let ~r(t) and ~s(t) be the following two vector-valued functions.

~r(t) =
〈
t, t2, t3

〉
~s(t) =

〈
2t2, et, t

〉
.

Calculate ~r(t) · ~s(t) and ~r(t)× ~s(t).

~r(t) · ~s(t) =
〈
t, t2, t3

〉
·
〈
2t2, et, t

〉
= 2t3 + ett2 + t4.

(Note this is a scalar-valued function!)
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~r(t)× ~s(t) =
〈
t, t2, t3

〉
×
〈
2t2, et, t

〉
= det

 ~ı ~ ~k
t t2 t3

2t2 et t


=~ı(t3 − ett3)− ~(t2 − 2t5) + ~k(tet − 2t4)

=
〈
t3(1− et), 2t5 − t2, tet − 2t4

〉
.

Given that we can combine vector-valued functions in various ways,
we’d like to know how to take derivatives of vector-valued functions that
are built out of other vector-valued functions. For example, we’d like to
have something like a product rule for the cross product of two vector-
valued functions.

Theorem 2.4.
Let~r(t) and~s(t) be vector-valued functions, let f(t) be a scalar-valued func-
tion, and let λ ∈ R be a scalar. We then have the following:

(i) d

dt
(~r(t) + ~s(t)) = ~r ′(t) + ~s ′(t)

(ii) d

dt
λ~r(t) = λ~r ′(t)

(iii) d

dt
~r(t)× ~s(t) = ~r ′(t)× ~s(t) + ~r(t)× ~s ′(t)

(iv) d

dt
~r(t) · ~s(t) = ~r ′(t) · ~s(t) + ~r(t) · ~s ′(t)

(v) d

dt
f(t)~r(t) = f ′(t)~r(t) + f(t)~r ′(t)

(vi) d

dt
~r(f(t)) = f ′(t)~r ′(f(t))
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Indefinite integrals
Recall that for a real-valued function f : R → R, the indefinite integral
of f was just the anti-derivative of f . That is, if F (x) =

´
f(x) dx, then

F ′(x) = f(x). We can define indefinite integrals for vector-valued func-
tions as well. This means that if ~r(t) is a vector-valued function, then its
anti-derivative is a vector-valued function ~R(t) such that ~R ′(t) = ~r(t). As
in the case of real-valued functions, this anti-derivative is sometimes de-
noted

~R(t) =

ˆ
~r(t) dt.

Since we differentiate vector-valued functions by differentiating their com-
ponents, we similarly integrate these functions by integrating their com-
ponents.

Example 2.23.
Find the anti-derivative of ~r(t) = 〈sin(t), t3 + 3t2, e5t〉.

~R(t) =

ˆ
~r(t) dt

=

ˆ 〈
sin(t), t3 + 3t2, e5t

〉
dt

=

〈ˆ
sin(t) dt,

ˆ (
t3 + 3t2

)
dt,

ˆ
e5t dt

〉
=

〈
− cos(t) + C1,

t4

4
+ t3 + C2,

e5t

5
+ C3

〉
=

〈
− cos(t),

t4

4
+ t3,

e5t

5

〉
+ 〈C1, C2, C3〉

=

〈
− cos(t),

t4

4
+ t3,

e5t

5

〉
+ ~C

Notice that just as we pick up a +C when we integrate a real-valued
function, we pick up a +~C when we integrate a scalar-valued function, but
now ~C is a vector (coming from the +C’s that appear when we integrate
each component).

If we want to get rid of the +~C, we need some extra information about
the antiderivative. This extra bit of information is called an initial value,
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and an initial value problems refers to an integration problem where we try
to get rid of the +~C.

Example 2.24.
Suppose the velocity of a particle at time t is given by

~v(t) =
〈
3t2 + 2t, cos(πt), 3

〉
and that the position of the particle at time t = 2 is (0,−1, 3). Find
the position of the particle at time t.

First we integrate the velocity to get position:

~r(t) =

ˆ
~v(t) dt

=

〈ˆ (
3t2 + 2t

)
dt,

ˆ
cos(πt) dt,

ˆ
3 dt

〉
=

〈
t3 + t2,

sin(πt)

π
, 3t

〉
+ 〈C1, C2, C3〉 .

To solve for 〈C1, C2, C3〉we use the fact that ~r(2) = 〈0,−1, 3〉. Thus

~r(2) =

〈
23 + 22,

sin(2π)

π
, 6

〉
+ 〈C1, C2, C3〉

= 〈12, 0, 6〉+ 〈C1, C2, C3〉

Since we’re suppose to have

〈12, 0, 6〉+ 〈C1, C2, C3〉 = 〈0,−1, 3〉 ,

we must have that C1 = −12, C2 = −1, and C3 = −3. Hence the
position of the particle at time t is

~r(t) =

〈
t3 + t2 − 12,

sin(πt)

π
− 1, 3t− 3

〉
.
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Definite integrals
We can also calculate definite integrals of vector-valued functions. First
recall how the definite integral of a function f : R→ R, over the interval
[a, b] is defined. We break [a, b] into several pieces (called a partition of the
interval),

a = x0 < x1 < x2 < · · · < xn−1 < xn = b.

This partition is just a set of points in the interval, call this P – so P =
{x0, x1, .., xn}. We’ll let |P| denote the norm of the partition – that is, |P|
is just the largest distance between two points in the partition.

|P| = max
1≤i≤n

(xi − xi−1) .

Now we pick a point x∗i ∈ [xi−1, xi], and calculate a Riemann sum:
n∑
i=1

f(x∗i )∆xi

where ∆xi = xi−xi−1. The idea is essentially that we’re trying to sum up
every value of f(x) for every x ∈ [a, b]. To do this we suppose that f(x)
is constant on the subintervals determined by the partition. This gives us
an approximation to the integral, and to make the approximation better
we use a smaller partition (that is, a partition where the points are close
together). To get the “best” approximation, we take the limit as the points
of the approximation get arbitrarily close together. This limit (if it exists)
is called the definite integral of f from x = a to x = b and is denoted

ˆ b

a

f(x) dx = lim
|P|→0

#P∑
i=1

f(x∗i )∆xi.

We can do the exact same thing for definite integrals of a vector val-
ued function. We cut an interval a < t < b into several pieces, assume
our vector-valued function is constant on each piece, then add up these
constants (which are vectors). We then take the limit as the points in our
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partition get arbitrarily close together.
ˆ b

a

~r(t) dt = lim
|P|→0

#P∑
i=1

~r(t∗i )∆ti

= lim
|P|→0

#P∑
i=1

〈x(t∗i )∆ti, y(t∗i )∆ti, z(t
∗
i )∆ti〉

=

〈
lim
|P|→0

#P∑
i=1

x(t∗i )∆ti, lim
|P|→0

#P∑
i=1

y(t∗i )∆ti, lim
|P|→0

#P∑
i=1

z(t∗i )∆ti

〉

=

〈ˆ b

a

x(t)dt,

ˆ b

a

y(t)dt,

ˆ b

a

z(t)dt

〉
.

Usually when you first learn about integration, definite integrals are
motivated by trying to find the area under the graph of a function. In the
case of vector-valued functions, we don’t really have a nice explanation of
areas under curves, but we can discuss other applications of the definite
integral.

Example 2.25.
Suppose that the velocity of a particle at time t is

~v(t) =
〈
et, t4, t− 1

〉
.

Find the displacement of the particle from time t = 3 to time t = 5.
We know that displacement means change in position: that is,

you subtract the starting point from the end point. We also know
that position is the integral of velocity. So what we want to do is
integrate velocity to get position, then subtract our start point from
out end point to get displacement. This is exactly what it means for



CHAPTER 2. CURVES 138

us to calculate the definite integral below.

Displacement =

ˆ 5

3

〈
et, t4, t− 1

〉
dt

=

〈ˆ 5

3

etdt,

ˆ 5

3

t4dt,

ˆ 5

3

(t− 1)dt

〉
=

〈
e5 − e3,

55 − 35

5
,

(
52

2
− 5

)
−
(

32

2
− 3

)〉
=

〈
e3(e2 − 1),

2882

5
, 6

〉
.



3Functions of Multiple Variables
The further a mathematical theory is developed,
the more harmoniously and uniformly does its
construction proceed, and unsuspected
relations are disclosed between hitherto
separated branches of the science.

David Hilbert

3.1 Basic Ideas
In this section we begin the study of functions of several variables, a topic
which will be fundamental throughout the remainder of the course. For
now we will only define the basic ideas, and will study more advanced
notions, necessary to doing calculus with multivariable functions, in later
lectures.

The basic idea
Recall that a function (also known as a map) from a set A to a set B, is a
way of associating elements in B to elements in A. If we call our function
f , we may write f : A → B to say that f takes elements in A to elements
inB. We callA the domain of f , and we callB the codomain of f . The range
of f is the set of elements in B which are actually obtained as outputs of
f .

For example, we may write f : R→ R to denote that f takes real num-
bers as its input and gives real numbers as its output. If our function was
given by f(x) = x2 (which might also be denoted as x 7→ x2), then the
range of f is [0,∞), even though the codomain of f is all of R2. (This dis-
tinction between range and codomain may seem a bit subtle and strange
at first.)

In previous courses you’ve primarily studied functions of the form
R → R, and during the last few weeks we’ve considered vector-valued
functions which have the form R → R2 or R → R3. Now we want to
consider functions which take two values as inputs and whose output is
a real number. That is, we consider functions R2 → R.

139
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When we write f : R2 → R we’re saying that the function f has two
real numbers as inputs. Usually we’ll call these two inputs x and y and
consider the inputs as points in the xy-plane. For example, if we write
f(x, y) = xy + x2, we have a function of two variables whose output is
a single real number. Since such functions have multiple inputs, we say
these are multivariable functions. To evaluate a multivariable function, we
simply plug in real numbers for x and y, then evaluate the expression
defining the function.

In the case of the function f(x, y) = xy + x2, to evaluate the function
at a point (x, y) = (−2, 3), we’d evaluate

f(−2, 3) = (−2) · 3 + (−2)2 = −6 + 4 = −2.

The domain of this function is all of R2 (we can plug in any values
we’d like for x and y), and the range is all of R. We can make xy + x2 be
any value we’d like by picking x and y appropriately. For example, to get
an output of 9, we’d need to find an x and y such that xy + x2 = 9. This
will happen if we pick x = 1 and y = 8. In general, to get f(x, y) = c, we
could set x = 1 and y = c−1. (This is only one possible choice for picking
an appropriate x and y – there are lots of other choices we could make!)

Example 3.1.
What’s the domain and range of the function f(x, y) = ln(xy)?

Here we have to worry about plugging a non-positive number
into ln. If either of x or y is zero, then we’ll try to evaluate ln(0)
which is undefined. So neither x nor y may be zero. Can x or y be
negative? As long as both values are negative we’d be okay, since the
product of two negative numbers is positive. Similarly, it’d be fine
if x and y were both positive. However, if one of x or y is positive
and the other is negative, then we’d try to evaluate ln of a negative
number.

Putting all of this together, the domain of f(x, y) = ln(xy) is the
set of all (x, y) pairs where xy > 0:{

(x, y) ∈ R2
∣∣xy > 0

}
.

This means we can plug in only (x, y)-pairs from the first and third
quadrants.
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The range of this function is all of R. If we want ln(xy) = c, then
we can set x = 1 and y = ec.

Notice that in image of the domain of ln(xy) in the example above, the
edges of the domain of the function are dashed. It is a standard conven-
tion to dash the boundary of the domain if the boundary is not included,
and to make the boundary solid if the boundary is part of the domain.
This is illustrated in the next example.

Example 3.2.
What’s the domain and range of the function f(x, y) =

√
xy?

Here we have to worry about plugging a non-positive number
into √xy. If either of x or y is zero, then we’ll try to evaluate

√
0

which is undefined. So neither x nor y may be zero. Can x or y be
negative? As long as both values are negative we’d be okay, since the
product of two negative numbers is positive. Similarly, it’d be fine if
x and y were both positive. However, if one of x or y is positive and
the other is negative, then we’d try to evaluate the square root of a
negative number.

Putting all of this together, the domain of f(x, y) =
√
xy is the set

of all (x, y) pairs where xy ≥ 0:{
(x, y) ∈ R2

∣∣xy ≥ 0
}
.
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This means we can plug in only (x, y)-pairs from the first and third
quadrants.

Unlike the last example, the range of this function is only the set
of non-negative real numbers: there’s no way to get a negative num-
ber out of f(x, y) =

√
xy.a

aThis is true if we suppose the inputs to our function have to be real num-
bers. Of course we allowed complex numbers into our function, then we could
get negative numbers out of the square root.

Note how in the example above the boundary of the domain is in-
cluded as part of the domain, and so in our picture of the domain we
made the boundary solid instead of dashed.

Sometimes to describe the output of a multivariable function we’ll use
a table where the top row and left-most column represent the values we
plug in for x and y, respectively, and then the corresponding cell of the
table indicates the value of the function at that point. For example, a por-
tion of the possible outputs from the function f(x, y) is indicated in the
table below.

x
y 0 1 2 3 4

0 0 0 0 0 0
1 0 1

√
2
√

3
√

4

2 0
√

2 2
√

6
√

8

3 0
√

3
√

6 3
√

12

4 0 2
√

8
√

12 4
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Graphs
In general, the graph of a function f : A→ B is the set of pairs (x, f(x)) ∈
A × B. If we’re looking at functions f : R2 → R, this means that the
graph will be the set of all triples (x, y, f(x, y)) in R3 where (x, y) is in the
domain of f .

Example 3.3.
What is the graph of the function f(x, y) =

√
xy?

This is the set of all triples of the form (x, y,
√
xy) where (x, y) is in

the domain of√xy; so (x, y) come from the first and third quadrants
of the xy-plane, including the x- and y-axes. For example, the triples
(0, 0, 0), (2, 3,

√
6), (−2,−3,

√
6), (4, 1,

√
2), and so on are on the graph

of this function. If we look at all possible triples we could get, this
gives us set of points in R3 indicated below.

In general, the graph of a function f(x, y) is called a surface. We will
sometimes denote this surface by writing z = f(x, y), in the same way
that you’d write y = f(x) to denote the curve in R2 given by graph of a
function of one variable. Note that a surface defined in this way is a two-
dimensional object that sits inside of three-dimensional space. (Why is
this a two-dimensional object? Recall that we need two values to specify
a point on a two-dimensional object. Here are two values are the x and y
that we plug into f(x, y).)
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Example 3.4.
What is the graph of the function f(x, y) = 3x+ 2y + 4?

We’re looking for the graph of the function, so we want to find
all of the pairs (x, y, z) where z = 3x+2y+4. If we do a little algebra,
we see that this equation may be written as

3x+ 2y − z = −4.

Thus we see that the graph of our function is a plane. In fact, it’s a
plane passing through the point (0, 0, 4) with normal vector 〈3, 2,−1〉.

Level curves
It can be difficult to figure out what the graph of a function looks like if
you don’t have a computer or graphing calculator handy. In particular, if
you lived before the 1970’s, you didn’t have a very nice way of graphing
these surfaces. One thing you could do to get a feel for what the surface is,
however, is to look at a contour map. That is, instead of trying to visualize
the graph z = f(x, y) directly, you might instead look at curves of the
form c = f(x, y).

Example 3.5.
For example, let’s try to figure out what the graph of z =

√
x2 + y2

looks like. To do this, let’s consider what would happen if we inter-
sect this surface with the plane z = 1. We’d then have the equation
1 =

√
x2 + y2, which we could write as x2 +y2 = 1. This is a circle of

radius 1 in the plane z = 1. If we instead looked at the intersection of
the plane z = 4, then we’d have 4 =

√
x2 + y2, or x2 +y2 = 16, which

is a circle of radius 4 in the plane z = 4. Looking at lots and lots
of these curves, projected down to the xy-plane, we see the contour
map below.
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The contour plot in the example above helps us see that the surface
z =

√
x2 + y2 is a cone that gets wider as z increases.

Example 3.6.
What does the contour plot of z = cos(xy) + y2 below tell us about
the shape of the surface?
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One thing we can immediately read off of this contour map is
that if you move away from the x-axis, the surface starts to increase in
elevation. As the contours are getting closer together, this means the
surface is getting steeper. The actual surface is shown in the image
below.
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Since the contours, the individual curves given by c = f(x, y) where c
is a constant, represent a path we could walk on the surface to stay at the
same elevation, these are sometimes called level curves. Note that this idea
is really the same as a topographic map, a map that tells you elevations.
See the topographic map for a portion of Table Rock State Park below.
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Functions of more than two variables
We can use an idea similar to contour maps to try to wrap our heads
around functions of three or more variables. If we have a function of
three variables, say f : R3 → R, then the graph of this function lives
inside of four-dimensional space. (The graph here is the set of points
(x, y, z, w) ∈ R4 where w = f(x, y, z).) This presents a little bit of a prob-
lem for us since we can’t really visualize four-dimensional space. What
we can do, however, is look at level surfaces of the function. That is, we
look at surfaces of the form c = f(x, y, z) where c is a constant. This
means we look at the set of all points (x, y, z) ∈ R3 that satisfy the equa-
tion c = f(x, y, z).

Consider for example the function f(x, y, z) = x2 + y2 − z2. The level
surfaces of this function are solutions to equations c = x2 +y2−z2. When
c = 0 we have 0 = x2+y2−z2, or simply z2 = x2+y2 which is a double cone.
When c = 1 we have x2 + y2 − z2 = 1 which is a one-sheeted hyperboloid.
When c = −1 we have x2 +y2−z2 = −1 which is a two-sheeted hyperboloid.
These level surfaces of x2 + y2 − z2 are shown in the image below.
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3.2 Limits, continuity, and the sandwich
theorem

In the last section we introduced multivariable functions. In this lecture
we pave the way for doing calculus with multivariable functions by intro-
ducing limits and continuity of such functions.

Limits
Informally, the notation lim(x,y)→(x0,y0) f(x, y) = Lmeans that as the inputs
(x, y) gets “really close” to (x0, y0), the outputs f(x, y) get “really close”
to L. We won’t spend the time to make this notion precise, but it comes
down to an ε-δ definition of the limit, like we saw when we defined limits
of vector-valued functions.

Recall that for functions of a single variable, we could talk about right-
hand and left-hand limits. That is, if our inputs were from the real line,
then we could approach a value from one of two directions. When our
inputs live in the plane, there infinitely many different ways for the inputs
(x, y) to approach (x0, y0). In order for the limit lim(x,y)→(x0,y0) f(x, y) to
exist, we must get the same value for all possible ways of approaching
(x0, y0). Put another way, if any two paths give different values, the limit
does not exist.

Example 3.7.
Determine whether or not the limit lim(x,y)→(0,0)

x2−y2
x2+y2

exists.

If we approach (0, 0) from the x axis (so y = 0), we have

lim
x→0

x2

x2
= 1.

If we instead approach (0, 0) from the y axis (so x = 0), we have

lim
y→0

−y2

y2
= −1.

Since these two values disagree, the limit can not exist.
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Example 3.8.
Determine whether or not the limit lim(x,y)→(0,0)

x2y2

x4+3y4
exists.

Let’s first approach from the x-axis to get

lim
x→0

0

x4 + 3y4
= 0.

Approaching from the y-axis,

lim
y→0

0

x4 + 3y4
= 0.

Finally, let’s approach from the line y = x:

lim
x→0

x4

x4 + 3x4
= lim

x→0

x4

4x4
=

1

4
.

These values don’t all agree, so the limit can not exist.

Given that there are infinitely-many different paths we’d need to check
to see if a limit exists, you may wonder how on earth we’re supposed to
check if limits exist. The answer is that we need to some tools to help us.
The main tool we need is continuity of multivariable functions, since this
will let us easily calculate limits.

Continuity
We say that a function f(x, y) is continuous at the point (x0, y0) if the fol-
lowing three conditions are met:

(i) f(x0, y0) is defined (i.e., (x0, y0) is in the domain of f).
(ii) lim(x,y)→(x0,y0) f(x, y) exists
(iii) lim(x,y)→(x0,y0) f(x, y) = f(x0, y0).
If a function is continuous at every point in its domain, then we simply
say that the function is continuous.

This means that if we know a function is continuous, then its easy to
take limits: we just evaluate the function. Now what we need is a reper-
toire of continuous functions.
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Theorem 3.1.
The following types of multivariable functions are continuous:

(i) Polynomials are always continuous on all of R2.

(ii) Rational functions (ratios of polynomials) are continuous where they’re
defined (i.e., where the denominator is not zero)

(iii) If g : R → R is continuous and f(x, y) : RtoR is continuous, then
g(f(x, y)) is continuous.

(iv) Products and sums of continuous functions are always continuous.

(v) Quotients of continuous functions are continuous where they’re de-
fined.

(vi) A composition of continuous functions, in any number of variables,
is continuous.

Let’s spend a little bit of time describing each of the types of functions
described in the theorem above.

A polynomial in two variables is a sum where each term has the form
cxiyj where c is a real number, and i and j are positive integers. So the
following functions are all polynomials:

5x3y2 + 3x2 − 2y3 + 4xy + 5

− 3x17 + y3

32x5y4

13

Polynomials are very nice functions because they’re built from the ba-
sic operations of arithmetic: addition and multiplication. Since the above
theorem tells us that polynomials are continuous, it’s very easy to take
limits of polynomials.

Example 3.9.
Calculate the limit lim(x,y)→(3,−1) (3x2y − 2y2 + x).
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lim
(x,y)→(3,−1)

(
3x2y − 2y2 + x

)
= 3·32·(−1)−2·(−1)2+3 = −27−2+3 = 26

A rational function in two variables is just a ratio of two polynomials.
So the functions below are examples of rational functions:

3x2 + xy

4y2 − x

3

x+ y

x+ y2 − 2x

2xy

The theorem above tells us that rational functions are continuous ev-
erywhere they’re defined. So taking limits of rational functions is also
very easy, provided that we’re taking the limit at a point that’s in the do-
main of the function.

Example 3.10.
Calculate the following limit:

lim
(x,y)→(1,2)

3xy − y2

4x+ 3y
.

Notice that the denominator, 4x + 3y is not zero at the point
(x, y) = (1, 2), so this point is in the domain of the rational function,
so to take the limit we just evaluate the function:

lim
(x,y)→(1,2)

3xy − y2

4x+ 3y
=

3 · 1 · 2− 22

4 · 1 + 3 · 2
=

2

10
=

1

5
.

The third condition of the theorem above, that a composition of the
form g(f(x, y)) is continuous when f : R2 → R and g : R→ R are contin-
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uous tells us that functions such as the following are continuous:

cos(x+ y)

tan−1(2x3y)

ex−y

Once nice property about such functions is the following:

Theorem 3.2.
If g : R→ R is continuous and f : R2 → R is any function, then

lim
(x,y)→(a,b)

g(f(x, y)) = g

(
lim

(x,y)→(a,b)
f(x, y)

)
.

provided lim(x,y)→(a,b) f(x, y) is in the domain of g.

That is, we can move limits inside of continuous functions.

Example 3.11.
Calculate the following limit:

lim
(x,y)→(−1,4)

ex+
√
y.

lim
(x,y)→(−1,4)

ex+
√
y = elim(x,y)→(−1,4)(x+

√
y) = e−1+

√
4 = e

Knowing that all of these functions are continuous is very helpful, but
there are still times when they aren’t able to help us take limits. For ex-
ample, if we wanted to calculate the limit

lim
(x,y)→(0,0)

x2y2

x2 + y2
,

continuity doesn’t help us since (0, 0) isn’t in the domain of x2y2

x2+y2
. To eval-

uate limits like this we need one more tool: the sandwich theorem.
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One of the interesting thing about limits of multivariable functions is
that, if the limit exists, we can write it as a double limit:

lim
(x,y)→(a,b)

f(x, y) = lim
x→a

lim
y→b

f(x, y) = lim
y→b

lim
x→a

f(x, y).

Again, this is contingent on the fact that we already know lim(x,y)→(a,b) f(x, y)!
This may seem like a minor observation, but it turns out to be a very use-
ful fact, particularly for proving certain theorems.

The Sandwich Theorem
The sandwich theorem tells us that if we have a function that’s “sand-
wiched” between two other functions, then the limit has to be sandwiched
as well.

Theorem 3.3 (Sandwich theorem, (aka the squeeze theorem)).
Suppose that f, g, h : R2 → R are three multivariable functions defined
near the point (a, b) ∈ R2 and such that f(x, y) ≤ g(x, y) ≤ h(x, y) for all
(x, y) near (a, b). If

lim
(x,y)→(a,b)

f(x, y) = L = lim
(x,y)→(a,b)

h(x, y),

then we must also have that

lim
(x,y)→(a,b)

g(x, y) = L

as well.

Example 3.12.
Evaluate the following limit:

lim
(x,y)→(0,0)

x2y2

x2 + y2
.

Let’s notice first that since (0, 0) isn’t in the domain of this func-
tion, we can’t use continuity to help us evaluate this limit. To use the
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sandwich theorem we need to find two functions which sandwich
our x2y2

x2+y2
from above and below.

Let’s first notice that x2y2

x2+y2
is never negative, and so we have

0 ≤ x2y2

x2 + y2
.

Let’s also notice that
x2 ≤ x2 + y2

since adding y2 will always make x2 larger (as y2 > 0). This means

x2

x2 + y2
≤ 1

If we multiply both sides by y2 we have x2y2

x2+y2
≤ y2. Now we have

our sandwich functions:

0 ≤ x2y2

x2 + y2
≤ y2.

Taking the limit as (x, y)→ (0, 0) we have

0 ≤ x2y2

x2+y2
≤ y2

=⇒ lim
(x,y)→(0,0)

0 ≤ lim(x,y)→(0,0)
x2y2

x2+y2
≤ lim

(x,y)→(0,0)
y2

=⇒ 0 ≤ lim(x,y)→(0,0)
x2y2

x2+y2
≤ 0

=⇒ lim(x,y)→(0,0)
x2y2

x2+y2
= 0
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3.3 Partial derivatives
Given a function of two variables, f(x, y), we may like to know how the
function changes as the variables change. This knowledge of how the
outputs change as the inputs change is important, for instance, when we
maximize or minimize functions of multiple variables. However, in gen-
eral this can be a complicated problem because the variables can change
in so many different ways: one variable may increase exponentially as
another decreases linearly; or one variable may decrease logarithmically
while the other variable decreases quadratically; or many more compli-
cated things could happen. In order to make our lives easier we will first
suppose that only one variable changes at a time, since this is most directly
related to the derivatives of single-variable functions that we understand.
Later we will see how to deal with the case when both variables are chang-
ing simultaneously.

Example 3.13.
As a motivating example, consider the function

f(x, y) = sin(xy) + cos

(
x3

100

)
.

The surface z = f(x, y) associated to this function consists of ripples
and waves that change in complicated ways as we change x and y.
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Let’s suppose that y is some fixed constant, say y = 3, and only x-
varies. Geometrically, we’re intersecting the surface with the plane
y = 3.

The intersection of our surface with the plane gives us a curve,
which is naturally the graph of the function

F (x) = sin(3x) + cos

(
x3

100

)
.

If we differentiate this function we have

F ′(x) = 3 cos(3x)− 3x2

100
sin

(
x3

100

)
.

This derivative represents how the “elevation” of the surface z =
f(x, y) changes if we walk along the surface keeping y fixed at y = 3,
but letting x change.

If we had instead picked y = 5 instead of y = 3, how would this
change things? We intersect our surface with the plane y = 5 to get
a different curve.
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G(x) = sin(5x) + cos

(
x3

100

)
.

Now when we take the derivative we calculate,

G′(x) = 5 cos(5x)− 3x2

100
sin

(
x3

100

)
.

This is certainly a different derivative than what we calculated
earlier, but it’s very closely related to our previous derivative. In
particular, all of the 3’s that came from y = 3 before are now 5’s,
which isn’t too surprising.

Partial Derivatives
In general, we could calculate the derivative of f(x, y) after choosing y to
be any constant we want. Instead of picking a new constant each time,
though, let’s suppose that we don’t pick the constant we want to plug in
for y yet, but instead just keep in mind that y represents a constant – what-
ever that constant may happen to be. When we then differentiate f(x, y),
treating y as a constant, we’re calculating the partial derivative of f(x, y)
with respect to x. Notationally this partial derivative is usually denoted ∂f

∂x

or fx. Formally, it’s defined as follows:
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∂f

∂x

∣∣∣∣
(x0,y0)

= lim
h→0

f(x0 + h, y0)− f(x0, y0)

h
= lim

x→x0

f(x, y0)− f(x0, y0)

x− x0

That is, we’re calculate the derivative like normal, but we have this
extra y thrown into our function. In the formula for the derivative above,
though, notice that only x is changing (because of the x+ h), and the y is
not: the y is constant.

There’s nothing special about x of course, we could repeat all of the
above by letting y change and keeping x constant. This is the partial deriva-
tive of f(x, y) with respect to y, which is denoted ∂f

∂y
or fy. In terms of limits,

∂f

∂y

∣∣∣∣
(x0,y0)

= lim
h→0

f(x0, y0 + h)− f(x0, y0)

h
= lim

y→y0

f(x0, y)− f(x0, y0)

y − y0

Notice that what we’re doing is keeping one of the variable set to be
a constant, and letting the other variable change. We can then apply all
of our usual calculus rules to determine the partial derivative: just “pre-
tend” one of the variables is constant.

Example 3.14.
Calculate ∂f

∂x
and ∂f

∂y
of f(x, y) = sin(xy) + cos

(
x3

100

)
.

To calculate ∂f
∂x

, just “pretend” that y is constant and apply your
usual rules from calculus, differentiating with respect to x:

∂f

∂x
= y cos(xy)− 3x2

100
sin

(
x3

100

)
.

To calculate partialf
∂y

, repeat the process, but this time pretend x is
the constant and y the variable:

∂f

∂y
= x cos(xy).
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Example 3.15.
Calculate both partial derivatives of z = xy + 2xy.

∂z

∂x
=yxy−1 + 2xyy ln(2)

∂z

∂y
=xy ln(x) + 2xyx ln(2)

Higher-Order Partials
Notice that given a function of two variables, f(x, y), both of our deriva-
tives ∂f

∂x
and ∂f

∂y
are again functions of x and y, so we can take the partial

derivatives again. If f(x, y) = x3y2 + cos(xy), then we know
∂f

∂x
= 3x2y2 − y sin(xy)

We could then differentiate this derivative once again:
∂

∂x

(
∂f

∂x

)
= 6xy2 − y2 cos(xy).

This is called a second-order partial derivative of f(x, y), and is denoted
∂2f

∂x2
or fxx.

We didn’t just have to take the partial with respect to x there: we could
have taken the partial with respect to y of ∂f

∂x

∂

∂y

(
∂f

∂x

)
= 6x2y − xy cos(xy)

This is another second-order derivative and is denoted
∂2f

∂y ∂x
or fxy

We could of course keep doing this, calculating partial derivatives of
our partial derivatives, and the notation extends the way you would ex-
pect:
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∂2f

∂y2
=fyy

∂2f

∂x ∂y
=fyx

∂3f

∂x3
=fxxx

∂3f

∂x2 ∂y
=fyxx

∂3f

∂x ∂y ∂x
=fxyx

∂3

∂x ∂y2
=fyyx

...

When we take three partial derivatives, as in the case of ∂f
∂x2 ∂y

where
we first differentiate with respect to y and then differentiate with respect
to x two more times, we’ve taken a third-order partial derivative. If we cal-
culate four partial derivatives, we’ve taken a fourth-order partial deriva-
tive, and so on.

Any of these higher-order partial derivatives where we differentiate with
respect to different variables is called a mixed partial derivative. The second-
order mixed partials are

∂

∂x ∂y
and ∂

∂y ∂x
.

Some of the third-order mixed partials are
∂

∂x ∂y ∂x
,

∂

∂x2 ∂y
, and ∂

∂y∂x2
.

A reasonable question to ask would be how these mixed partial deriva-
tives are related: Is there any relationship between fxy and fyx? This is
answered by Clairaut’s theorem.

Theorem 3.4 (Clairaut’s Theorem).
If f is defined in a neighborhood of (x0, y0) and if fxy and fyx are both de-
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fined and continuous in this neighborhood, then fxy(x0, y0) = fyx(x0, y0).

Corollary 3.5.
Under all of the assumptions of Clairaut’s theorem, we can move the order
of differentiation around to our heart’s content for any n-th order partial
derivative:

∂4f

∂x2 ∂y2
=

∂4f

∂y∂x2∂y
=

∂4f

∂x∂y∂x∂y
= · · · .

The assumptions in Clairaut’s theorem will be satisfied for most of the
functions we care about, and so for practical purposes, in this class fxy =
fyx. However, in general, it’s possible to find functions that do not satisfy
the assumptions of Clairaut’s theorem, and in such situations there’s no
guarantee that the partial derivatives agree!

Functions of More Than Two Variables
This notion partially differentiating a function of two variables naturally
extends to partial derivatives of functions of any number of variables. For
a function of three variables, f(x, y, z), for instance, we can define

∂f

∂z
= lim

h→0

f(x, y, z + h)− f(x, y, z)

h
.

To calculate ∂f
∂z

we differentiate like normal, but now pretend that both x
and y are constants.

Example 3.16.
Calculate ∂f

∂z
of f(x, y, z) = x2y3z4.

∂f

∂z
= 4x2y3z3.
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This same idea works for any (finite!) number of variables. If we have
with twenty-six variables, given by the twenty-six letters of the English al-
phabet, to differentiate with respect to any one, we treat the other twenty-
five as constant:

∂2

∂` ∂u

(
abc− `5mu− usin(x)

)
=
∂

∂`

(
−`5m− sin(x)usin(x)−1

)
=− 5`4m
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3.4 Directional derivatives
Directional derivatives can be thought of as generalizations of partial deriva-
tives which describe how a multivariable function changes as you change
the inputs to the function by walking along a line in the xy-plane. One
important application of directional derivatives appears in an algorithm
called the simplex method which is used to solve some special types of op-
timization problems.

Generalizing Partial Derivatives
When we discussed partial derivatives, we said that the partial derivative
of a function f(x, y) with respect to x (or y) represents the instantaneous
change in the function as we change the x-value (y-value), leaving y (x)
constant. Geometrically, we can think of this as intersecting the surface
z = f(x, y) with the plane y = c. This intersection is a curve, and the
derivative of this curve corresponds to the partial derivative with respect
to x.

There’s nothing particularly special about the planes x = c and y = c,
however. We could take any plane ax + by = c (this corresponds to a
line in the xy-plane), intersect it with a surface z = f(x, y), and obtain a
curve which we can differentiate. The derivative of this curve is called a
directional derivative, and it tells us how the function f(x, y) as we change
both the x- and y-inputs by moving in a given direction.

Motivating Example

Consider the surface z = cos(x)/(1 + y2). If we choose a point in the xy-
plane, say (x0, y0) = (1, 1), then we get a point on the surface, (1, 1, cos(1)/2).
Starting from this point, let’s start changing the value (x, y) that we plug
into the function by moving from this point in the direction 〈1/√2, 1/

√
2
〉.

As we move from the original input (1, 1) in direction 〈1/√2, 1/
√

2
〉

(so we’re plugging in points of the form (1 + t/
√

2, 1 + t/
√

2)), we get
a curve on the surface. This curve is the intersection of the surface z =
cos(x)/(1+y2) and the plane y = x. (The point (1, 1) and vector 〈1/√2, 1/

√
2
〉

in the xy-plane gives us the line y = x. In 3-space this is a plane.) The
intersection of these surfaces, and corresponding curve, are given in Fig-
ure 3.2.

If we differentiate this curve, the derivative represents the change in
the elevation of the surface as we walk along the curve.
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Figure 3.1: Changing inputs to the function.

Figure 3.2: The intersection of our surface and a plane produces a curve.

Changing the line we’re interested in – saying we walk in the direction
〈cos(15◦), sin(15◦)〉 from our point, we’d get a different line in the xy-plane,
a different plane intersecting our surface, and a different curve represent-
ing the elevation of the surface along that curve. See Figure 3.3.

Figure 3.3: Changing directions gives a different curve.

We’d like to have a formula that tells us precisely how the surface’s
elevation changes as we walk in a given direction. This is given by direc-
tional derivatives.
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Directional Derivatives

Let’s suppose that with the function f(x, y), we take the input (x0, y0) and
change it by moving in direction ~v = 〈v1, v2〉. To make life easier, let’s
suppose that ~v is a unit vector. If we move h-units of distance away from
the point (x0, y0) in direction 〈v1, v2〉, then our new input point is (x0 +
hv1, y0 + hv2). The average change in our function is then

f(x0 + hv1, y0 + hv2)− f(x0, y0)

h
.

To calculate the instantaneous change we take the limit as h → 0. This is
called the direction derivative of f(x, y) at (x0, y0) in the direction of ~v and is
denoted D~vf(x0, y0):

D~vf(x0, y0) = lim
h→0

f(x0 + hv1, y0 + hv2)− f(x0, y0)

h
.

Notice that this value will depend on the (x0, y0) we choose. If we allow
this original input to change, we have a function of x and y:

D~vf(x, y) = lim
h→0

f(x+ hv1, y + hv2)− f(x, y)

h
.

Example 3.17.
Find the directional derivative of f(x, y) = x sin(y) in the direction
of ~v = 〈2,−1〉.

We want to write this as a limit, but let’s first notice that 〈2,−1〉
is not a unit vector: it has length

√
5. For our formula above to work

we need to divide by the distance between our points. We could
modify the equation above to take this into account, but it’s easier
to just replace ~v with a unit vector that points in the same direction.
Let’s call this vector ~u:

~u =
1

‖~v‖
~v =

1√
5
〈2,−1〉 =

〈
2/
√

5,−1/
√

5
〉
.
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Now we can use our above formula for the directional derivative:

D~uf(x, y) = lim
h→0

f(x+ 2h/
√

5, y − h/
√

5)− f(x, y)

h

= lim
h→0

(x+ 2h/
√

5) sin(y − h/
√

5)− x sin(y)

h

= lim
h→0

x sin(y − h/
√

5) + 2h sin(y − h/
√

5)/
√

5− x sin(y)

h

= lim
h→0

(
x sin(y − h/

√
5)− x sin(y)

h
+

2h sin(y − h/
√

5)

h
√

5

)

= lim
h→0

x sin(y − h/
√

5)− x sin(y)

h
+ lim

h→0

2h sin(y − h/
√

5)

h
√

5

= lim
h→0

x sin(y − h/
√

5)− x sin(y)

h
+ lim

h→0

2 sin(y − h/
√

5)√
5

L
= lim

h→0

x cos(y − h/
√

5)−1
5
− 0

1
+ lim

h→0

2 sin(y − h/
√

5)√
5

=
2 sin(y)− x cos(y)√

5

Since ~v and ~u point in the same direction, the directional deriva-
tives are the same:

D~vf(x, y) = D~uf(x, y).

One thing to note about the above example is that we since our original
vector wasn’t a unit vector, we replaced it with a unit vector to do the
calculations.

Using the Gradient

Even though the limit definition of the directional derivative should make
intuitive sense, it’s very difficult to compute as a limit. What w would
like to do, then, is to relate the directional derivative to some easier-to-
compute quantities, such as partial derivatives. To make sense of what
we’re about to do, let’s first notice that any two-dimensional vector ~v =
〈v1, v2〉 can be written as a sum of horizontal and vertical unit vectors:

〈v1, v2〉 = v1 〈1, 0〉+ v2 〈0, 1〉 .
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Notice too that the directional derivatives of f(x, y) in direction 〈1, 0〉 and
〈0, 1〉 are exactly the partial derivatives, fx and fy. Perhaps, then, we can
write write the directional derivative of f in direction ~v in terms of these
directional derivatives. It will turn out that we can compute directional
derivatives using only information about the partial derivatives fx and fy
together with the components of the vector pointing in the direction of
our directional derivative, and in order to do this we need to introduce
the “gradient” of a function.

Given a differentiable function f(x, y), the gradient of f(x, y) is the
(multivariable) vector-valued function whose components are the partial
derivatives of f(x, y). This function is denoted∇f(x, y) and is sometimes
pronounced “del of f(x, y)”:

∇f(x, y) = 〈fx(x, y), fy(x, y)〉 .

Example 3.18.
Calculate the gradient of f(x, y) = 3xy2 − sin(x) + yx.

∇f(x, y) =

〈
∂

∂x

(
3xy2 − sin(x) + yx

)
,
∂

∂y

(
3xy2 − sin(x) + yx

)〉
=
〈
3y2 − cos(x)− yx ln(y), 6xy − xyx−1

〉
.

We’ll see the gradient several times through the semester, particularly
later when we discuss optimization problems. Right now we care about
the gradient because of the following theorem which makes it easy for us
compute directional derivatives.

Theorem 3.6.
If ~u is a unit vector and f(x, y) is differentiable, then

D~uf(x, y) = ∇f(x, y) · ~u.
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Example 3.19.
Find the directional derivative of f(x, y) = x sin(y) in the direction
of ~v = 〈2,−1〉 using the above theorem.

To apply the theorem we need to replace ~v with a unit vector
pointing in the same direction, ~u =

〈
2/
√

5,−1/
√

5
〉. We also need to

calculate the gradient,

∇f(x, y) = 〈sin(y), x cos(y)〉 .

Now the theorem tells us

D~uf(x, y) =∇f(x, y) · ~u

= 〈sin(y), x cos(y)〉 ·
〈

2/
√

5,−1/
√

5
〉

=
2 sin(y)− x cos(y)√

5
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Example 3.20.
Calculate D〈3,−2〉 (x

2 + ln(sec(xy))).
Note our vector does not have unit length, so we need to replace

it with the vector
~u =

〈
3/
√

10,−2/
√

10
〉
.

Now we need to calculate the gradient,

∇
(
x2 + ln(sec(xy))

)
=

〈
2x− y tan2(xy)

sec(xy)
,
x tan2(xy)

sec(xy)

〉
= 〈2x− y sin(xy) tan(xy), x sin(xy) tan(xy)〉

Now we calculate

D〈3,−2〉
(
x2 + ln(sec(xy))

)
=D〈3/√10,−2/

√
10〉
(
x2 + ln(sec(xy))

)
= 〈2x− y sin(xy) tan(xy), x sin(xy) tan(xy)〉 ·

〈
3/
√

10,−2/
√

10
〉

=
6x− 3y sin(xy) tan(xy)− 2x sin(xy) tan(xy)

10

=
6x− sin(xy) tan(xy)(2x+ 3y)

10

Example 3.21.
Suppose the elevation a mountain range at a point (x, y) is given by
sin(xy)− cos(x). What is the instantaneous rate of change in the ele-
vation as you walk from the point (π, 1/2) in the North-East direction
(this correspond to the direction 〈1/√2, 1/

√
2
〉)?
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This is given by the directional derivative,

D〈1/√2,1/
√

2〉 (sin(xy)− cos(x))

= 〈y cos(xy)− sin(x), x cos(xy)〉 ·
〈

1/
√

2, 1/
√

2
〉

=
cos(xy)(y − x)− sin(x)√

2

Evaluating this at (π, 1/2) tells us that the change in elevation is
(cos(π/2)(π − 1/2)− sin(π)) /

√
2 = 0.

The Simplex Method (Optional)
The simplex method is an algorithm that is used to solve linear optimiza-
tion problems subject to linear constraints. The details of the algorithm
require some linear algebra, so we can’t give a precise version of the al-
gorithm here, but we can give the basic idea which applies directional
derivatives.

A linear optimization problem is a maximization or minimization prob-
lem of a linear function: a function of the form a1x1 + a2x2 + · · · anxn. In
three variables, this means we’d like to maximize or minimize a function
ax + by + cz. Saying the problem is subject to linear inequalities means
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that we have constraints of the form d1x1 + · · · + dnxn ≤ k. We could
potentially have lots and lots of these constraints.

Since these constraints are linear inequalities, each constraint removes
half of the possible points from consideration (half the plane in the case
of two variables, half of 3-space in the case of three variables, etc.). The
collection of all points satisfying all of the constraints forms a geometric
object called a simplex. This simplex of possible points is called the feasible
region of the problem.

Since the objective function we wish to minimize or maximize has is
linear, different values of the objective function give parallel hyperplanes.
Our goal is to find the hyperplane whose corresponding value is as big
(or as small) as possible, and still intersects the feasible region. It’s not
difficult to see that such a maximum or minimum, if it exists, must occur
at a corner of the simplex. This suggests an algorithm for determining the
local of the extrema by traversing the corners of the feasible region.

Typically, if there are very many constraints, the feasible region will
have very many corners. For computational reasons, we’d like to look at
as few corners as possible. (The more corners you check, the more work
you have to do, and this can take a very long time when you’re checking
millions of corners.) Starting from any corner, we will move to another
corner by calculating the directional derivative of our objective function,
in the direction of each adjacent corner of the feasible region.

If any of these directional derivatives is positive, then the function
increases as we move in that direction. Of all the directions with posi-
tive directional derivative, pick the one which is largest (the one with the
largest increase). Once we know which direction to move in, we move
in that direction until we arrive at another corner of the feasible region,
and then repeat the process until none of the directional derivatives is
positive. When this happens, we have arrived at the corner giving the
maximum value of the objective function.

3.5 The total derivative and the chain rule
In the previous sections we introduced the idea of partial and directional
derivatives, we saw that computing directional derivatives was most eas-
ily accomplished by first computing a function’s gradient. At the time the
gradient was introduced simply as a convenient tool for doing these cal-
culations. In this section we will see that the gradient is closely related to
what is sometimes called the total derivative of a function.
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Derivatives as linear transformations
In your first semester of calculus you learned that a function of one vari-
able f(x) was differentiable at a point a if the following limit existed,

f ′(a) := lim
h→0

f(a+ h)− f(a)

h
.

You also saw that this value, if it exists, can be interpreted as the slope of
the tangent line to the graph y = f(x) at the point a. Perhaps most impor-
tantly, though, is that f ′(a) is closely related to the idea of constructing
a linear approximation to f(x) near a. Writing out the equation of the
tangent line to y = f(x) at (a, f(a)) we have

y − f(a) = f ′(a)(x− a)

which we may rewrite as

y = f ′(a)(x− a) + f(a).

That is, f ′(a) tells us some information about how the output of our func-
tion should change as we make a small change to the inputs near x ≈ a.
Another way of saying this is that f ′(a) tells us the linear transformation
that best approximates changes in f(x) near a.

Recall that a linear transformation is a map T : Rn → Rm which is
determined by an m × n matrix. In the special case m = n = 1 (so, we
convert single real numbers into single real numbers), a linear transfor-
mation is given by a 1×1 matrix which is simply a single number. That is,
all linear transformations T : R→ R simply have the form T (x) = mx. As
a consequence, notice that a linear transformation is required to map 0 to
0: T (0) = 0 regardless of what the value of m that appears in T (x) = mx
actually is.

What’s really happening when you’re calculating the derivative of a
function is you’re finding the best linear transformation that approximates
the change in that function. That is, if f ′(a) = m, then by the calc. 1 defi-
nition of a derivative this means

lim
h→0

f(a+ h)− f(a)

h
= m.

We could rewrite this as

lim
h→0

f(a+ h)− f(a)−mh
h

= 0.
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This is something we can more easily generalize to higher dimensions.
For reasons that will be clearer later (e.g., when we consider vector-valued
functions of multiple variables), we will want to rewrite this as

lim
h→0

f(a+ h)− f(a)−mh
|h|

= 0.

We should interpret the mh that appears in the numerator of the expres-
sion above as our linear transformation T (x) = mx applied to h, so we
could further rewrite this as

lim
h→0

f(a+ h)− f(a)− T (h)

|h|
= 0.

Though this looks a little bit different than your limit definition of the
derivative from first semester calculus, it is equivalent, and has the ad-
vantage of being easier to generalize to higher dimensions. To complete
the generalization, though, we need to adopt one more convention.

For a function of multiple variables such as f(x, y), we may some-
times wish to interpret the input as a vector. That is, if we have a two-
dimensional vector ~v = 〈x, y〉, then we will sometimes write f(~v) to mean
plug the components of the vector into our function. Just to have a con-
crete example, if f(x, y) = x3y + y2 and ~v = 〈−1, 3〉, then we would have
f(~v) = (−1)3 · 3 + 32 = 6.

Thinking of the input to a multivariable function as a vector is con-
venient because we can add vectors together and so an expression like
f(~v + ~h) is meaningful.

In general for a function f : Rn → Rm we define the (total) derivative
of f at a point ~a to be the linear transformation T : Rn → Rm satisfying
the following equation

lim
~h→~0

f(~a+ ~h)− f(~a)− T (~h)

‖~h‖
= ~0,

providing such a linear transformation exists. If this linear transformation
exists we say the function is differentiable at~a and we writeDf(~a) for that
linear transformation.

Notice that we are taking the magnitude of ~h (which represents the
change in input) in the denominator above, similarly to how we divided
by |h| in our rewritten calculus 1 derivative above. We need to do that
here since ~h is a vector and we can’t divide by a vector but we can divide
by its magnitude since that’s just a scalar.
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This definition of a derivative may seem strange, but the idea is really
that we’re trying to generalize what you did in calculus one (which was
really approximating a non-linear function with a linear one) to multi-
variable functions. Let’s notice a few things about this definition. First
is that, unlike the case of partial derivatives and directional derivatives,
this definition considers all directions in which the input to the function
changes. This is simply because for a limit of a multivariable function
to exist, we know that you must consider all directions. Let’s also notice
that this means that the our derivative is now a matrix instead of a single
number.

Of course, the question now is how do we actually compute this ma-
trix Df(~a)? For the moment we will only consider the case when f gives
a single real number as an output; i.e., we will only be concerned with
functions f : Rn → R right now. Later we will consider more general
vector-valued functions of multiple variables.

Let’s notice that if f : Rn → R is differentiable at ~a, then the derivative
Df(~a) will be an n × 1 matrix. That is, it’s just a list of n values written
as a single “row” of numbers (sometimes such quantities are called row
vectors). The following theorems tie our notions of partial derivatives,
directional derivatives, and the total derivative together.

Theorem 3.7.
If f : Rn → R is differentiable at ~a, then its derivative is equal to

Df(~a) =
(
∂f
∂x1

(~a) ∂f
∂x2

(~a) · · · ∂f
∂xn

(~a)
)

That is, if f is differentiable at ~a, then the total derivative simply consists
of the component of the gradient of f evaluated at ~a.

Example 3.22.
Assuming the function

f(x, y) = x2y − 3x+ y3

is differentiable at (1, 5), compute its derivative.
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We simply compute the partial derivatives of the function,

∂f

∂x
= 2xy − 3

∂f

∂y
= x2 + 3y2

and evaluate these at our given point to obtain the values

∂f

∂x
(1, 5) = 7

∂f

∂y
(1, 5) = 16

Thus the derivative of f at (1, 5) is

Df(1, 5) =
(
7 16

)
.

Notice that for a functions f : Rn → R, the derivative at ~a, Df(~a),
evaluated at a unit vector ~u is precisely the same thing as the directional
derivative of f in the direction of ~u evaluated at ~a.

Example 3.23.
Compute the total derivative of f(x, y) = x2y − 3x + y3 at (1, 5)

and evaluate this at the vector ~u = 〈
√

3/2, 1/2〉. Compare this to the
directional derivative D~uf(1, 5).

For the first part we simply evaluate the linear transformation
described in Example 3.22 at the given vector ~u, which means we
just do matrix multiplication. For this matrix multiplication to be
defined, though, notice we need to write ~u as a column vector:

(
7 16

)(√3/2
1/2

)
= 7

√
3

2
+ 16

1

2
=

7
√

3 + 16

2
.

For the second part we compute the gradient,

∇f(x, y) =
〈
2xy − 3, x2 + 3y2

〉
,
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evaluate this at (1, 5),

∇f(1, 5) = 〈7, 16〉 ,

and take the dot product with the given vector,

〈7, 16〉 · 〈
√

3/2, 1/2〉 = 7

√
3

2
+ 16

1

2
=

7
√

3 + 16

2
.

As the above example shows, directional derivatives and total deriva-
tives are very closely related, but they’re not quite the same thing. In partic-
ular, our definition of directional derivative required that we convert our
vectors to unit vectors before doing any calculations, but that’s not re-
quired for the total derivative. In particular, the total derivative will give
us multiples of the directional derivative in the corresponding direction,
the multiple being the same as the multiple of the unit vector pointing in
the same direction.

Example 3.24.
Compute the total derivative of f(x, y) = x2y − 3x + y3 at (1, 5) and
evaluate this at the vector ~v =

〈√
3, 1
〉.

We simply compute

(
7 16

)(√3
1

)
= 7
√

3 + 16

Notice this quantity is twice the value computed in Example 3.23 and
the vector given in this problem is twice the vector that was given in
that example.

Any time we are talking about limits, we have to worry about whether
the limit exists or not. In particular, it is possible that no linear transfor-
mation T satisfies the equation involving limits in our definition of the
derivative. If this were to happen then our function would not be differ-
entiable.
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Example 3.25.
The following function is not differentiable at (0, 0):

f(x, y) =

{
xy

x2+y2
if (x, y) 6= (0, 0)

0 if (x, y) = (0, 0)

To see that this function can not be differentiable at (0, 0), we need
to show that there is no linear transformation T : R2 → R satisfying

lim
~h→~0

f(~0 + ~h)− f(~0)− T (~h)

‖~h‖
= 0.

To see no such T exists, let’s suppose that we had an arbitrary linear
transformation determined by the matrix (a b

). The limit above
would become

lim
(hx,hy)→(0,0)

hxhy
h2x+h2y

− 0− ahx − bhy√
h2
x + h2

y

.

Consider taking this limit along the x axis by setting hy equal to zero.
We would then have

lim
hx→0

0− 0− ahx − 0√
h2
x

= lim
hx→0

−a hx
|hx|

and this limit does not exist (taking the limit as hx approaches 0 from
the right would give us −a, and taking the limit as hx approaches 0
from the left would give a).

Notice that even though the function appearing in Example 3.25 is not
differentiable, the partial derivatives of the function exist: they are are

∂f

∂x
=

{
−x2y+y3

(x2+y2)2
if (x, y) 6= (0, 0)

0 if (x, y) = 0

∂f

∂y
=

{
x3−xy2

(x2+y2)2
if (x, y) 6= (0, 0)

0 if (x, y) = 0
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That is existence of partial derivatives does not imply a function is differentiable!
Let’s notice, however, that even though these partial derivatives exist,
they are discontinuous. For example, to compute the limit as (x, y) →
(0, 0) of ∂f

∂x
we may consider the limit along the y-axis, setting x = 0 to

obtain
lim
y→0

y3

y4
= lim

y→0

1

y
.

This limit does not exist, however, as the limit from the left-hand side
(y → 0−) gives −∞ and the limit from the right-hand side (y → 0+)
gives∞. It turns out that this is the only thing that can go wrong when
comparing differentiability to the existence of partial derivatives.

Theorem 3.8.
A function f : R2 → R will be differentiable at (x0, y0) if and only if the
partial derivatives ∂f

∂x
and ∂f

∂y
are continuous at (x0, y0).

Chain rule for composition with a single-variable function
Before we dive into the chain rule for multivariable functions, let’s quickly
recall the chain rule for functions of a single variable. If f, g : R → R
are two differentiable functions, the chain rule for functions of a single
variable tells us

d

dt
f(g(t)) = f ′(g(t)) g′(t).

If we write y = f(x) and x = g(t), then we have y = f(x) = f(g(t)), and so
we can differentiate y with respect to t. The chain rule can then be written
as

dy

dt
=
df

dx

dx

dt
.

If this looks a little bit strange, just realize that df
dx

= f ′(x) and since x =

g(t), we have df
dx

= f ′(x) = f ′(g(t)), and similarly dx
dt

= g′(t) since x = g(t).
So this really is the “usual” chain rule, just written in a way that might
look a little bit foreign.

Now let’s change things a little bit, let’s suppose that f is a function of
two variables, f : R2 → R. But let’s also suppose that instead of plugging
in (x, y) values into f , we plug in two different functions. Let’s say that
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we take x = g(t) and y = h(t) and plug that into our function. This gives
us a function of a single variable,

z(t) = f(x(t), y(t)).

Since this is a function of a single variable, we ought to be able to cal-
culate its derivative, dz

dt
. However, we have this multivariable function

f(x, y) involved. How are the partial derivatives, ∂f
∂x

and ∂f
∂y

, related to the
derivative dz

dt
? The answer to this question is provided by the multivari-

able version of the chain rule.

Theorem 3.9 (Multivariable chain rule, version 1).
Suppose that f(x, y) is a multivariable function whose partial derivatives
exist and are continuous. Suppose also that x = g(t), y = h(t) are two
single variable functions whose derivatives exist and are continuous as well.
The single variable function

z(t) = f(g(t), y(t))

has the following derivative:

dz

dt
=
∂f

∂x

dx

dt
+
∂f

∂y

dy

dt
.

Example 3.26.
Suppose that z = f(x, y) = x2 + y2 + xy where x = sin(t) and y = et.
Calculate dz

dt
.

dz

dt
=
∂f

∂x

dx

dt
+
∂f

∂y

dy

dt

= (2x+ y) cos(t) + (2y + x)et

= (2 sin(t) + et) cos(t) + (2et + sin(t))et.



CHAPTER 3. FUNCTIONS OF MULTIPLE VARIABLES 181

Note that we could have first also replaced x and y with sin(t) and et,
respectively, and then calculated the derivative:

dz

dt
=

d

dt

(
sin2(t) + e2t + sin(t)et

)
.

This would give us the same derivative, but the advantage of the chain it
lets us easily calculate the derivative, possibly shortcutting any necessary
algebraic simplifications. In particular, if we repeated the above example
keeping f(x, y) = x2 + y2 + xy, but changing x and y to some other func-
tions, most of the work is already done. All we’d have to do is change our
final answer.

Example 3.27.
Suppose that z = f(x, y) = x2 +y2 +xy where x =

√
t and y = tan(t).

Calculate dz
dt

.

dz

dt
= (2x+ y)

1

2
√
t

+ (2y + x) sec2(t)

= (2
√
t+ tan(t))

1

2
√
t

+ (2 tan(t) +
√
t) sec2(t).

Chain rule for composition with a multivariable function
Now suppose that we have z = f(x, y), but instead of replacing x and
y with functions of a single variable, we replace them with functions of
two variables. Say x = g(s, t) and y = h(s, t). How z is a function of two
variables,

z(s, t) = f(g(s, t), h(s, t)).

Since z is a function of two variables, we can discuss the partial derivatives
of z with respect to either s or t. What does the chain rule look like in this
situation?

If we wanted to calculate ∂z
∂t

, we’d differentiate like normal, treating
s as a constant. This means that our chain rule above still applies, but
we’d replace dx

dt
and dy

dt
with ∂x

∂t
and ∂y

∂t
, respectively. We’d perform similar

replacements if we wanted to calculate ∂z
∂s

, giving us the following version
of the chain rule.
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Theorem 3.10 (Multivariable chain rule, version 2).
Suppose that f(x, y) is a multivariable function whose partial derivatives
exist and are continuous. Suppose also that x = g(s, t), y = h(s, t) are two
multivariable functions whose partial derivatives exist and are continuous
as well. The multivariable function

z(s, t) = f(g(s, t), y(s, t))

has the following partial derivatives:

∂z

∂s
=
∂f

∂x

∂x

∂s
+
∂f

∂y

∂y

∂s

∂z

∂t
=
∂f

∂x

∂x

∂t
+
∂f

∂y

∂y

∂t

Example 3.28.
Suppose z = f(θ, ϕ) = sin(θ) cos(ϕ) where we replace θ = st2 and
ϕ = t. Calculate both of the first-order partial derivatives of z with
respect to s and t.

∂z

∂s
=
∂f

∂θ

∂θ

∂s
+
∂f

∂ϕ

∂ϕ

∂s

= (cos(θ) cos(ϕ)) · t2 − (sin(θ) sin(ϕ)) · 0
= cos

(
st2
)

cos(t)t2

∂z

∂t
=
∂f

∂θ

∂θ

∂t
+
∂f

∂ϕ

∂ϕ

∂t

= (cos(θ) cos(ϕ)) · 2st− (sin(θ) sin(ϕ)) · 1
= 2st cos

(
st2
)

cos(t)− sin
(
st2
)

sin(t)
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Implicit Differentiation
We can use these ideas to reinterpret implicit differentiation for functions
of a single variable.

Suppose that we have a curve in R2 given by the equation y2 = x3 −
x+ 1. See Figure 3.4.

Figure 3.4: The curve determined by y2 = x3 − x+ 1

Notice that this curve isn’t the graph of a function of x; you can’t solve
the above equation for y (you’d get two possibilities for each y, a positive
and a negative). However, it still makes sense to talk about slopes of lines
tangent to this curve: we can still make sense of dy

dx
, even though y isn’t a

function of x!
You of course already know how to do this with implicit differentia-

tion from your first-semester calculus courses, but we can also view this
as a multivariable problem. To do this, let’s first rewrite our equation

y2 = x3 − x+ 1

by putting everything on one side of the equation:

y2 − x3 + x− 1 = 0.
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Now consider the function F (x, y) = y2−x3 +x−1. Notice that our curve
is the set of (x, y) points satisfying F (x, y) = 0.

Now, since we want to calculate dy
dx

, let’s suppose that y is a function
of x – just call this y(x). Then

y2 − x3 + x− 1

=⇒ F (x, y) = 0

=⇒ d

dx
F (x, y) =

d

dx
0 = 0

=⇒ ∂F

∂x

dx

dx
+
∂F

∂y

dy

dx
= 0

=⇒ Fx + Fy
dy

dx
= 0 =⇒ dy

dx
= −Fx

Fy
.

In our particular example, Fx = −3x2 + 1 and Fy = 2y, hence

dy

dx
=

3x2 − 1

2y
.

This means the slope of the tangent line to y2 = x3 − x + 1 at the point
(2,
√

7) on the curve is 5
2
√

7
.

3.6 Tangent planes
In your first semester calculus class you learned how to use derivatives to
determine the equation of a line tangent to a curve y = f(x). In this lec-
ture we’ll see how to use partial derivatives to determine the equation of a
plane tangent to a surface z = f(x, y). In the next lecture we’ll apply these
ideas to determine linear approximations of multivariable functions. Be-
fore we discuss tangent planes, we need to review some prerequisites that
will be needed just to make sense of the idea of a tangent plane.

Linear combinations
Suppose that ~v1, ~v2, ..., ~vn are n different vectors all of the same dimension
(i.e., each ~vi is a vector with m components for some fixed m). Then we
define a linear combination of these vectors as any expression of the form

n∑
i=1

λi~vi = λ1~v1 + λ2~v2 + · · ·+ λn~vn.



CHAPTER 3. FUNCTIONS OF MULTIPLE VARIABLES 185

where each λi ∈ R is a scalar. Notice that a linear combination is itself a
vector.

Example 3.29.
The vector ~u = 〈6,−2, 5〉 in 3-space is a linear combination of the
vectors ~v1 = 〈−2, 1, 0〉 and ~v2 = 〈0, 4, 20〉 since we may write ~u =
−3~v1 + 1

4
~v2:

−3~v1 +
1

4
~v2 = −3 〈−2, 1, 0〉+ 1/4 〈0, 4, 20〉

= 〈6,−3, 0〉+ 〈0, 1, 5〉
= 〈6,−2, 5〉 .

So linear combinations allow us to express one vector by breaking it
down into vectors that point in a fixed direction; we can decompose the
vector into different components.

Example 3.30.
Every vector in 2-space can be decomposed into a linear combination
of horizontal and vertical vectors. That is, any given vector 〈x, y〉may
be written as

〈x, y〉 = x 〈1, 0〉+ y 〈0, 1〉 = x~ı+ y~.

This easy observation is sometimes very useful in simple physical
problems. E.g., calculating work done by a force vector that points
in a direction different from the direction of motion.

Example 3.31.
Recalling that work may be defined as force times distance, how
much work is done in moving a cart four meters horizontally, if the
cart is pulled by a rope which makes a 45◦ angle from the horizontal
with

√
18 Newtons of tension in the rope?



CHAPTER 3. FUNCTIONS OF MULTIPLE VARIABLES 186

We know the rope makes a 45◦-angle, so its horizontal and verti-
cal components must be the same. Since these components have to
give us a vector of magnitude

√
18, the components must both be 3:

the force vector is 〈3, 3〉. Since there’s 3N of force pulling horizon-
tally, over a distance of 4m, the work done is 12 Nm (aka 12 joules).

This idea of breaking a 2-dimensional vector into its horizontal and
vertical components extends to 3-dimensions. Here we have a horizontal
component (the x-direction), a vertical component (the y-direction), and
also a “depth component” (the z-direction). This means that any vector in
3-space can be written as a linear combination of the vectors~ı = 〈1, 0, 0〉,
~ = 〈0, 1, 0〉, and ~k = 〈0, 0, 1〉:

〈x, y, z〉 = x~ı+ y~+ z~k.

Planes and linear combinations
What we’d like to do is use our knowledge about linear combinations to
help us determine a plane. To do this, we first need to talk about vectors
that live in the plane.

Recall that a vector ~v in 3-space doesn’t have a distinguished footpoint:
we can slide the vector around as much as we’d like, and as long as we
don’t stretch or rotate the vector, we have the same vector. We’ll say that
a vector ~v “lives” in a given plane, say ax + by + cz = d, if we can slide
the vector around so that its tail is a point in the plane and its tip is also
a point in the plane. Calling the tip of the vector the point P , and the tail
of the vector the point Q, this just means that the coordinates of P and Q
both satisfy the equation ax+ by + cz + d = 0.

Example 3.32.
Do the vectors ~v1 = 〈3,−4, 1〉 and ~v2 〈2, 0,−2〉 live in the plane 5x +
y − 11z = 2?
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Let’s say that we slide the vectors so that they both have their tails
at some given point in the plane. This means we first need to find a
point in the plane: we need an (x, y, z) that satisfies 5x+y−11z = 2.
One easy way to do this would be to set (x, y, z) = (0, 2, 0). So let’s
take P = (0, 2, 0) as the tail of both of our vectors.

Now we need the tips of the vectors ~v1 and ~v2 to also be points in
the plane. Let’s call the tip of ~v1 the point Q1, and the tip of ~v2 the
point Q2. To determine the coordinates of Q1 and Q2, we add the
components of the vectors ~v1 and ~v2 to the coordinates of P .

Adding ~v1 = 〈3,−4, 1〉 to (0, 2, 0) we find that Q1 = (3,−2, 1).
Adding ~v2 = 〈2, 0,−2〉 to (0, 2, 0), we find that Q2 = (2, 2,−2). Now
we need to determine if Q1 and Q2 are points in our plane. To do
this we see if the coordinates of Q1 and Q2 satisfy the equation of
our plane, 5x+ y − 11z = 2.

Plugging in the coordinates of Q1:

5 · 3 + 1 · (−2)− 11 · 1 = 15− 2− 11 = 2.

SoQ1 is a point in the plane, and since the tail and tip of ~v1 are points
in the plane, we have that ~v1 lives in the plane.

Plugging in the coordinates of Q2:

5 · 2 + 1 · 2− 11 · (−2) = 10 + 2− 22 = −10 6= 2

and so Q2 is not a point in the plane. Since the tail of ~v2 is in the
plane, but the tip is not, the vector ~v2 does not live in the plane.

An observation we’ll need to construct the tangent plane of a surface
is that if ~v1 and ~v2 are any two non-parallel vectors living in a given plane,
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then all the vectors living in the plane can be expressed as linear combi-
nations of ~v1 and ~v2. Before showing this, let’s first note the following:

Proposition 3.11.
If ~v1 and ~v2 are two vectors in the plane ax + by + cz = d, then all linear
combinations of ~v1 and ~v2 also live in the plane.

Proof.
Let’s write the coordinates of ~v1 and ~v2 as

~v1 = 〈x1, y1, z1〉 , and
~v2 = 〈x2, y2, z2〉 .

Note that these components satisfy the equations

axi + byi + czi = 0

where i = 1 or i = 2. To see this, note that if P = 〈α, β, γ〉 is a point
in the plane that we use as a tail of ~vi, then the tip Q = (α + xi, β +
yi, γ + zi) is also a point in the plane. This means

aα + bβ + cγ = d, and
a(α + xi) + b(β + yi) + c(γ + zi) = d.

Subtracting the first equation from the second, we have

axi + byi + czi = 0.

Now, suppose that we pick some point (A,B,C) in the plane (so
aA+ bB+ cC = d), and we add the vector λ1~v1 +λ2~v2 to (A,B,C) to
get the point

(A+ λ1x1 + λ2x2, B + λ1y1 + λ2y2, C + λ1z1 + λ2z2).
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We need to show this point also lives in the plane, but this is obvious
if we just rearrange the terms above:

a(A+ λ1x1 + λ2x2) + b(B + λ1y1 + λ2y2) + c(C + λ1z1 + λ2z2)

= aA+ bB + cC + λ1(x1 + y1 + z1) + λ2(x2 + y2 + z2)

= aA+ bB + cC + 0 + 0

= d.

So any linear combination of two vectors living in the plane gives us
another vector in the plane. Now the question is can we go in the other
direction: if we fix two vectors in the plane, call them ~v1 and ~v2, and then
choose some third vector in the plane, call it ~u, can we write ~u as a linear
combination of ~v1 and ~v2?

To prove this, let’s first consider a simpler situation: let’s suppose our
plane is just the xy-plane.

Proposition 3.12.
If ~v1 and ~v2 live in the xy-plane and aren’t parallel, then any other vector,
~u, in the xy-plane is linear combination of ~v1 and ~v2.

Proof.
Let’s first suppose the coordinates of our vectors as follows:

~v1 = 〈x1, y1〉
~v2 = 〈x2, y2〉
~u = 〈xu, yu〉 .

We need to find a λ1, λ2 such that

~u = λ1~v1 + λ2~v2.
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In terms of components we have

〈xu, yu〉 = λ1 〈x1, y1〉+ λ2 〈x2, y2〉 .

Equating components we have a system of equations,

xu = λ1x1 + λ2x2

yu = λ1y1 + λ2y2

You may have learned in high-school that a system of equations such
as this can be converted into an equation with matrices that is easily
solved. (Even if you didn’t learn this before, you will learn how to
solve such a system when you take linear algebra next semester.)

This system is solved by setting

λ1 =
xuy2 − yux2

x1y2 − x2y1

λ2 =
x1yu − y1xu
x1y2 − x2y1

.

Even if you don’t see how to come up with this solution, it’s easy to
check that this is in fact the solution:

λ1x1 + λ2x2 =

(
xuy2 − yux2

x1y2 − x2y1

)
x1 +

(
x1yu − y1xu
x1y2 − x2y1

)
x2

=
xux1y2 − yux1x2 + yux1x2 − xuy1x2

x1y2 − x2y1

=
xu(x1y2 − y1x2)

x1y2 − x2y1

= xu

λ1y1 + λ2y2 =

(
xuy2 − yux2

x1y2 − x2y1

)
y1 +

(
x1yu − y1xu
x1y2 − x2y1

)
y2

=
xuy1y2 − yuy1x2 + yux1y2 − xuy1y2

x1y2 − x2y1

=
yu(−y1x2 + x1y2)

x1y2 − x2y1

= yu
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Notice that the denominator, x1y2− x2y1 can never be zero if our
vectors are not parallel. If this did equal zero, we could rearrange
the terms to have x1/x2 = y1/y2. Calling this value µ, it’s not hard to
see that 〈x1, y1〉 = µ 〈x2, y2〉, but we know this can’t happen because
our vectors aren’t parallel.

Proposition 3.13.
Suppose that ~v1 = 〈x1, y1, z1〉 and ~v2 = 〈x2, y2, z2〉 are two non-parallel
vectors living in the plane ax + by + cz = d. If ~u = 〈xu, yu, zu〉 is any
other vector that also lives in the plane, then ~u may be written as a linear
combination of ~v1 and ~v2.

Proof.
We need to find a λ1 and λ2 so that ~u = λ1~v1 + λ2~v2. To see that
such λ1, λ2 exist, we’ll use our proposition above. Simply project the
vectors ~v1 and ~v2 to each of the coordinate planes (the xy-plane, the
yz-plane, and the xz-plane). If ~v1 and ~v2 are not parallel, then in at
least one of the coordinate planes, the projections are also not paral-
lel. The above lemma then tells us how to find the corresponding λ1

and λ2.

Curves on surfaces
Suppose that we have a surface, z = f(x, y). A curve on the surface is a
parametric curve ~r(t) = 〈x(t), y(t), z(t)〉 so that for each value of t, the
point (x(t), y(t), z(t)) lies on the surface. That is, z(t) = f(x(t), y(t)). It is
extremely easy to take parametric curves in the xy-plane and lift them up
to the surface z = f(x, y).

Suppose that ~ρ(t) = 〈x(t), y(t)〉 is a parametric curve in the xy-plane.
We can turn this into a curve on the surface z = f(x, y) by setting ~r(t) =
〈x(t), y(t), f(x(t), y(t))〉.
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Example 3.33.
Lift the circle ~ρ(t) = 〈cos(t), sin(t)〉 to a curve on the surface z =
3x− 2y − 3.

We simply set

~r(t) = 〈cos(t), sin(t), 3 cos(t)− 2 sin(t)− 3〉 .

This picks the circle up from the xy-plane, and puts it into the sur-
face.



CHAPTER 3. FUNCTIONS OF MULTIPLE VARIABLES 193

To calculate the tangent plane, we’ll need to be able to calculate tan-
gent vectors of the curves on the surface, and to do this we need to use
the chain rule for multivariable functions.

If we lift the curve ~ρ(t) = 〈x(t), y(t)〉 to the surface z = f(x, y) by set-
ting ~r(t) = 〈x(t), y(t), f(x(t), y(t))〉, then the tangent vectors of the curve
are given by

d

dt
~r(t) =

〈
d

dt
x(t),

d

dt
y(t),

d

dt
f(x(t), y(t))

〉
.

The first two components are of course just x′(t) and y′(t). By the multi-
variable chain rule we discussed last time, we know the derivative of the
third component is

d

dt
f(x(t), y(t)) =

∂f

∂x

dx

dt
+
∂f

∂y

dy

dt

= fx(x(t), y(t))x′(t) + fy(x(t), y(t))y′(t).

Example 3.34.
Lift the curves ~ρ1(t) = 〈t2, t〉 and ~ρ2(t) =

〈
e−t − 1, esin(t) − 2

〉 to the
surface z = xy and calculate the tangent vectors of the lifted curves
at time t = 0.

Our curves are of course just

~r1(t) =
〈
t2, t, t3

〉
~r2(t) =

〈
e−t − 2, esin(t) − 1, (et − 1) · (esin(t) − 2)

〉
.

The tangent vector of a lifted curve has the form

〈x′(t), y′(t), y(t)x′(t) + x(t)y′(t)〉 ,

and so our two lifted curves have derivatives

~r′1(t) =
〈
2t, 1, t2 + 2t2

〉
=
〈
2t, 1, 3t2

〉
~r′2(t) =

〈
−e−t, cos(t)esin(t),−e−t(esin(t) − 1) + cos(t)esin(t)(e−t − 2)

〉
.

At time t = 1 our tangent vectors as

~r′1(1) = 〈0, 1, 0〉
~r′2(1) = 〈−1, 1,−1〉 .
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Tangent Planes
We now have enough information to determine a tangent plane. Geomet-
rically a “tangent plane” is exactly what you think it should be: a plane
which is “tangent” to a surface. To make this idea precise, we’d like to re-
late it to things we already know, such as tangent vectors of curves. We’ll
use this as our definition of tangent plane because it’s easy to work with.

The tangent plane of the surface z = f(x, y) at the point (x0, y0, f(x0, y0))
on the surface is the collection of all vectors tangent to curves on the sur-
face which pass through the point (x0, y0, f(x0, y0)).

This may sound like a strange definition, but it’s actually fairly straight-
forward. If you have any curve on the surface (and we know how to take
curves in the xy-plane and lift them up to curves on the surface), then a
tangent vector to that curve (which we know how to calculate), should in-
tuitively live in the tangent plane. So we simply define the tangent plane
to be the collection of all possible tangent vectors we could get.

Now the question is how to do we go about actually finding the equa-
tion of this tangent plane. Here we’ll need to combine several things
we’ve learned. We know that the equation of a plane through the point
(x0, y0, z0) with normal vector ~n = 〈a, b, c〉 is given by

a(x− x0) + b(y − y0) + c(z − z0) = 0.
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We also know that since the normal vector of a plane is orthogonal to all
of the vectors that live in that plane, we can find a normal vector by taking
the cross product of two vectors in the plane.

To find the tangent plane of the surface z = f(x, y) at the point (x0, y0, f(x0, y0)),
we need two vectors that live in this plane. We’ll then take the cross
product of these two vectors to get our normal. To find two such vectors
we need to find two curves on the surface that pass through the point
(x0, y0, f(x0, y0)). We’ll then differentiate these curves to get our tangent
vectors.

To get two curves on the surface, it suffices to take two curves in the
xy-plane, and then lift them up to the surface. The only thing we have
to be careful of is that our curves on the surface need to pass through
(x0, y0, f(x0, y0)). This just means that the corresponding curves in the
xy-plane need to both pass through the point (x0, y0).

There are of course lots and lots of curves in the xy-plane that pass
through the point (x0, y0), but to make our lives a little bit easier, let’s just
pick the two simplest possible curves: a horizontal line and a vertical line.

The horizontal line in the xy-plane that passes through the point (x0, y0)
may be parametrized as

~ρh(t) = 〈x0 + t, y0〉 .

The vertical line in the xy-plane that passes through the point (x0, y0) may
be parametrized as

~ρv(t) = 〈x0, y0 + t〉 .

(There are lots of other ways we could parametrize this line, but we’ll
choose this particular parametrization since it goes through the point
(x0, y0) at time t = 0.)

Lifting these curves up to our surface z = f(x, y), we have the curves

~rh(t) = 〈x0 + t, y0, f(x0 + t, y0)〉 ,
~rv(t) = 〈x0, y0 + t, f(x0, y0 + t)〉 .

These curves go through the point (x0, y0, f(x0, y0)) at time t = 0. Hence
the corresponding tangent vectors are ~r′h(0) and ~r′v(0):

~r′h(0) = 〈1, 0, fx(x0, y0)〉
~r′v(0) = 〈0, 1, fy(x0, y0)〉 .
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Taking the cross product of these two vectors, the normal vector to our
tangent plane is

~r′v(0)× ~r′h(0) = det

 ~ı ~ ~k
0 1 fy(x0, y0)
1 0 fx(x0, y0)


= 〈fx(x0, y0), fy(x0, y0),−1〉

Combining all of the above gives us the following.

Theorem 3.14.
The tangent plane of the surface z = f(x, y) at the point (x0, y0, f(x0, y0)
is given by the equation

fx(x0, y0) · (x− x0) + fy(x0, y0) · (y − y0)− (z − f(x0, y0)) = 0.

Example 3.35.
Find the equation of the plane tangent to the cone z =

√
x2 + y2 at

the point (1, 1,
√

2).
To use the above formula for the tangent plane, we first need to

find the partial derivatives:

fx(x, y) =
2x

2
√
x2 + y2

fy(x, y) =
2y

2
√
x2 + y2

At the point (x, y) = (1, 1), these give us the values

fx(1, 1) =
1√
2

fy(1, 1) =
1√
2
.
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Hence the equation of our tangent plane is
x− 1√

2
+
y − 1√

2
− (z −

√
2) = 0.

Tangent planes and implicitly defined functions
Most of the surfaces we have considered in this class have been given as
graphs of functions of two variables, z = f(x, y). Just as there are curves in
the plane which do not appear as graphs of functions y = f(x), there are
surfaces in 3-space which are not the graphs of functions of two variables.
One simple example is the unit sphere,

x2 + y2 + z2 = 1.

This can not be the graph of a function because it also fails the vertical
line test: a vertical line (i.e., parallel to the z-axis) through a given (x, y)
point in the plane (i.e., (x, y, 0) in 3-space) may intersect the sphere in two
points. However, a function can only have one output for any given input.
That is, there is at most one point on the surface z = f(x, y) for each point
(x, y) in the plane.
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Though not all surfaces are graphs of functions, we may still be inter-
ested in their tangent planes. (This has applications to computer graph-
ics, for example.) So, how can we compute the tangent plane of an im-
plicitly defined surface? What we really need to find is a vector that is
orthogonal to the surface at a given point, and we can find this by rein-
terpreting our implicitly defined surface as a level surface of a function of
three variables and using the gradient.

That is, if we have an expression of three variables that defines our
surface, such as the sphere above, we could move all the variables to one
side of the equation and consider the function of three-variables defined
by that expression. In the case of the sphere this would be f(x, y, z) =
x2 + y2 + z2. The gradient of this function, ∇f(x, y, z) will always be per-
pendicular to the level surfaces of the function. More precisely, we have
the following theorem:

Theorem 3.15.
For any scalar-valued function of n-variables, f : Rn → R and any point
(a1, ..., an) on the level set f(x1, ..., xn) = c, the gradient at that point
∇f(a1, ..., an) will be perpendicular to every curve on the level set at (a1, ..., an).

This theorem tells us, in particular, that∇f(x0, y0, z0) is orthogonal to
the tangent vector of every curve on the level surface that passes through
(x0, y0, z0), which implies it is orthogonal to the tangent plane. That is, the
gradient evaluated at the point,

∇f(x0, y0, z0) = 〈fx(x0, y0, z0), fy(x0, y0, z0), fz(x0, y0, z0)〉

is a normal vector for the tangent plane. Since we have a normal vector
and a point on the plane, we can now write down the equation of the
plane as
fx(x0, y0, z0) · (x− x0) + fy(x0, y0, z0) · (y− y0) + fz(x0, y0, z0) · (z− z0) = 0.

Example 3.36.
Find the equation of the tangent plane to the unit sphere x2+y2+z2 =
1 at the point (1/

√
14, 2/

√
14, 3/

√
14).
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Thinking of the unit sphere as a level curve of the function f(x, y, z) =
x2 + y2 + z2, we consider the gradient

∇f = 〈2x, 2y, 2z〉

and evaluate it at the given point to obtain our normal vector,〈
2√
14
,

4√
14
,

6√
14

〉
.

The equation of the tangent plane is thus

2√
14

(
x− 1√

14

)
+

4√
14

(
y − 2√

14

)
+

6√
14

(
z − 3√

14

)
= 0

It’s interesting to notice that we could fit our discussion of tangent
planes of graphs z = f(x, y) into the framework above by thinking of
z = f(x, y) as the level surface f(x, y)− z = 0. That is, we would consider
the function g(x, y, z) = f(x, y)− z. The gradient of this function is

∇g(x, y, z) = 〈fx(x, y), fy(x, y),−1〉

which gives us the normal vectors we had considered above.

3.7 Linearization
In this lecture we’ll apply tangent planes, the topic of the previous lecture,
to show how to obtain a linear approximation of a multivariable function.

Motivation
Suppose that we’re given a function of a single variable, f(x). If this func-
tion is differentiable, then we can use the tangent line of the graph of the
function to get an approximation of the function. That is, we know the
equation of the tangent line of the surface at some point (x0, f(x0)) is

y − f(x0) = f ′(x0)(x− x0).

Moving the f(x0) to the right-hand side, we have a line

y = f ′(x0)(x− x0) + f(x0)
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which is the graph of the function

L(x) = f ′(x0)(x− x0) + f(x0).

What’s nice about this function L(x) is that it’s something we can actually
evaluate. If you think about the mathematical, numerical operations you
can actually perform – the things you can in principle sit down and work
out with a pencil and paper – you realize that there are basically only four
operations: addition, subtraction, multiplication, and division. (These
are the four arithmetic operations.) There are of course some more com-
plicated things we know how to do (for example, cubing a number), but
these are really built out of combinations of addition, subtraction, multi-
plication, and division (e.g., x3 = x · x · x).

Using a computer, by the way, doesn’t really let you do any more op-
erations than what you can do with pencil and paper. Ultimately, com-
puters also can only do arithmetic: they aren’t magically able to perform
things that people in principle can not. In fact, in some ways computers
are worse at these arithmetic operations than people. A computer has to
represent numbers using a finite number of bits: values that can only be
1 or 0. Since any computer only has a finite number of these bits – even
if it’s a very large number! – “most” numbers can’t be represented ex-
actly on a computer. It turns out that “most” numbers would require an
infinite number of bits to represent exactly, so the computer has to use ap-
proximations. You might be surprised to learn that a number as simple
as 1/10 can’t be represented exactly with a finite number of bits (at least
not the way computers usually represent numbers)! A really simple way
to demonstrate this is to ask the computer to add 0.1 + 0.2. If you did this
in Python, for example, you’ll get
>>> 0.1 + 0.2

0.30000000000000004.

Usually the computer truncates – cuts off – the values before printing
them, but internally represents the number to more decimal places. When
you do lots of calculations with these values, these little errors start to add
up!

Anyway, the four arithmetic operations are basically the only tools we
have to do numerical computations. However, certain types of functions
are defined in terms of these arithmetic operations. The trig functions,
cos θ and sin θ, for example, are defined geometrically: they’re the x- and
y-coordinates of points on the circle. Yet somehow your computer is able
to spit out a value if you enter cos(0.3245). If the computer can only do
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arithmetic, how is it able to determine this value? The answer is that
the computer uses calculus (or, rather, someone who knew calculus pro-
grammed the computer) to determine approximations of cos θ that can ac-
tually be evaluated by using only arithmetic operations. This is of course
the Taylor polynomials you learned about in your second-semester calcu-
lus class.

The techniques of Taylor polynomials you learned before are very pow-
erful, and are the basis for all of the fancy technology we have today:
breakthroughs in science and medicine are possible today because peo-
ple are able to use computers to do calculations and analyze very large
amounts of data, and they’re able to do this because we can use Taylor
polynomials (and related ideas) to convert complicated calculations into
arithmetic.

However, the material you’ve learned before is only applicable to func-
tions of a single variable. Our goal in this lecture is to start studying the
comparable ideas for functions of several variables. To do this, we’ll use
tangent planes to get a linear approximation of a multivariable function.

Linearization
Recall from the last lecture that we said tangent plane of the surface z =
f(x, y) at the point (x0, y0) is given by

fx(x0, y0)(x− x0) + fy(x0, y0)(y − y0)− (z − f(x0, y0)) = 0.

Solving this for z we have

z = fx(x0, y0)(x− x0) + fy(x0, y0)(y − y0) + f(x0, y0).

Notice that this is a function of x and y, and this is a plane which is a
graph of the function

L(x, y) = fx(x0, y0)(x− x0) + fy(x0, y0)(y − y0) + f(x0, y0),

which we call the linearization of the function f(x, y) at the point (x0, y0).
The reason we care about linearizations is that they’re functions we (or

a computer) can actually compute: we can get numerical answers using
a linearization. We can thus use linearizations to approximate multivari-
able functions.
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Example 3.37.
Calculate the linearization of f(x, y) = xey at the point (2, 0), and
use the linearization to approximate f(2.01,−0.1).

To calculate the linearization, we first need to calculate the partial
derivatives.

fx(x, y) = ey

fy(x, y) = xey

Now we must evaluate these partial derivatives, and our original
function, at the point (x0, y0) = (2, 0).

f(2, 0) = 2

fx(2, 0) = 1

fy(2, 0) = 2

We use these values to now determine our linearization,

L(x, y) = (x− 2) + 2y + 2 = x+ 2y

We can now use this approximation to estimate the value f(2.01,−0.1):

f(2.01,−0.1) ≈ L(2.01,−0.1)

= 2.01 + 2 · (−0.1)

= 2.01− 0.2

= 1.81

Let’s take a moment to think about what we’ve just done in the exam-
ple above. We used linearization, which is essentially just the equation
of a tangent plane, to estimate the value 2.01 · e−0.1 and got an actual nu-
merical value. This is an extremely important idea: we can complicated
functions and estimate them with things we actually know how to calcu-
late – this we can sit down and really do with a pencil and paper. That is,
we were able to say

2.01 · (2.718281824...)−0.1 ≈ 1.81.

By the way, if you plug 2.01e−0.1 in a calculator or computer, it will
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probably spit back the answer

2.01e−0.1 ≈ 1.81872321025.

This means two things: 1) our approximation above, which was super
easy to actually calculate by hand, is a decent approximation; and 2) the
computer uses a different type of approximation than what we used. The
computer is using a Taylor polynomial, probably to some high degree, to
get its approximation. The idea of Taylor polynomials in one variable, you
may recall, is really just an extension of the idea of linearization (using
tangent lines as the approximation). We can also do Taylor polynomials
in several variables, but won’t work on that right now. For this lecture
we’ll focus on linearization, and may come back to multivariable Taylor
polynomials at the end of the semester if we have extra time.

Example 3.38.
Calculate the linearization of f(x, y) = x3y+ y2x at the point (−1, 3),
and use the linearization to approximate f(−0.93, 2.976).

First we calculate the partial derivatives,

fx(x, y) = 3x2y + y2

fy(x, y) = x3 + 2xy

Evaluating these partials, and the original function, at (−1, 3) we
have

f(−1, 3) = (−1)3 · 3 + 32 · (−1) = −3− 9 = −12

fx(−1, 3) = 3 · (−1)2 · 3 + 32 = 9 + 9 = 18

fy(−1, 3) = (−1)3 + 2 · (−1) · 3 = −1− 6 = −7

Hence the linearization is

L(x, y) = 18(x+ 1)− 7(y − 3)− 12.
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We now use this to get an approximation,

f(−0.93, 2.976) ≈ L(−0.93, 2.976)

= 18 · (1− 0.93)− 7(2.976− 3)− 12

= 18 · (0.07)− 7 · (−0.024)− 12

= 1.26 + 0.168− 12

= 1.428− 12

= −10.576

Differentials
Notice in both of the examples above we had to pick values (x0, y0), the
“center” of our approximation, where we could actually calculate the true
value of the function. This is always the case for these linearizations: we
have to find a place to “anchor” our approximation; we need somewhere
where we know definitively what the function equals. Let’s say we know
the true value z0 = f(x0, y0). Calling L(x, y) = z, our linearization has the
form:

z = fx(x0, y0) · (x− x0) + fy(x0, y0) · (y − y0) + z0.

Moving the z0 to the other side we have

z − z0 = fx(x0, y0) · (x− x0) + fy(x0, y0) · (y − y0).

Notice that z − z0, x− x0, and y − y0 are just the change in the values
of z, x, and y when change our inputs from x0 to x; from y0 to y; and then
the output changes from z0 to z. That is, each of x− x0, y − y0, and z − z0

represents the change in x, y, and z. Let’s write these changes as dx, dy,
and dz. (We use the letter ’d’ for “difference.”) Our equation above then
becomes

dz = fx(x0, y0)dx+ fy(x0, y0)dy.

Thinking of dx and dy as variables (just saying how much we vary the
original inputs x and y), we have that dz is a function of two variables.
This function is called the differential of z = f(x, y).

The idea here is that differentials measure the change in our approxi-
mation. For example, in our example above, we have

dz = 18dx− 7dy.
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This means we can determine the change in approximation, dz, by just
plugging in the changes dx and dy in our variables x and y. In the example
above we changed x from −1 to −0.93. This is a change of

dx = −0.93− (−1) = 0.07.

We changed y from 3 to 2.976. This is a change of

dy = 2.976− 3 = −0.024

So the change in z from f(−1, 3) = 12 to our approximationL(−0.93, 2.976)
is

dz = 18 · (0.07)− 7 · (−0.024) = 1.428.

This means our function f(x, y) changes by approximately 1.428 when we
move the inputs of the function from (x0, y0) = (−1, 3) to (−0.93, 2.976);
so the approximation is −12 + dz = −12 + 1.428 = −10.576, as we saw
above.

Differentials and linearizations are two sides of the same coin: they’re
basically the same thing, just represented different ways. More precisely,
a differential is just a change in linearization. This means that

f(x, y) ≈ L(x, y) = f(x0, y0) + dz.

(Since we’ll usually write z = f(x, y), we may sometimes write df for
dz, and call this value the differential of f instead of the differential of z.
These are the same thing, just different words.)

Example 3.39.
Calculate the differential dz of z = sin(x+ 3y2):

dz =
∂f

∂x
dx+

∂f

∂y
dy

=⇒ dz =
∂

∂x
sin(x+ 3y2)dx+

∂

∂y
sin(x+ 3y2)dy

=⇒ dz = cos(x+ 3y2)dx+ 6y cos(x+ 3y2)dy
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Example 3.40.
Calculate the differential dz of z = f(x, y) = (x3 − 2) · tan−1(y), then
use the differential to approximate f(−2.1, 0.22) and f(−1.99, 0.18).

dz = 3x2 tan−1(y)dx+
x3 − 2

1 + y2
dy

Use differentials (or linearizations), we need to find a point (x0, y0)
to use as the “center” of our approximation; some value near the val-
ues we’re trying to approximate, where we can exactly calculate the
true value of the function. Let’s use (x0, y0) = (−2, 0). Then our
differential becomes

dz = 12dx− 10dy

and the true value of the function is f(−2, 0) = −10.
For (−2.1, 0.22), we have dx = −0.1 and dy = 0.22, so

dz = 12 · (−0.1)− 10 · (0.22) = −1.2− 2.2 = −3.4

so our approximation for the function is

f(−2.1, 0.22) ≈ f(−2, 0) + dz = −10− 3.4 = −13.4.

For (−1.99, 0.18), dx = 0.01 and dy = 0.18, so

dz = 12 · 0.01− 10 · 0.18 = 0.12− 1.8 = −1.68

so
f(−1.99, 0.18) ≈ −10− 1.68 = −11.68.

We can describe differentials in any number of variables, by the way.
If z = f(x1, x2, ..., xn) is a function of n variables, the differential of z is
defined to be

dz =
∂f

∂x1

dx1 +
∂f

∂x2

dx2 + · · ·+ ∂f

∂xn
dxn.

3.8 Optimization
In this lecture we’ll describe extend the optimization techniques you learned
in your first semester calculus class to optimize functions of multiple vari-
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ables. In particular, we’ll see how the tangent planes of a function’s graph
will allow us to us to search for local maxima and minima. We’ll also de-
scribe a second-derivative test for functions of two variables, and discuss
some conditions on the domain of a multivariable function that guarantee
the existence of extrema.

Maxima & Minima
Given a function of two variables, f(x, y), we say that the point (x0, y0)
is a local maximum of f if there exists some ε > 0 such that f(x0, y0) ≥
f(x, y) for all (x, y) that are within ε-distance of (x0, y0). (For this lecture
we will assume all functions are differentiable.) Graphically this means
that the point (x0, y0, f(x0, y0)) occurs at the top of a “hill” on the surface
z = f(x, y) (or the surface could be flat near this point).

A local minimum is defined the same way, except we require f(x0, y0) ≤
f(x, y) for all (x, y) within ε-distance of (x0, y0). So instead of being at the
top of a hill, (x0, y0, f(x0, y0)) is at the bottom of a valley.

If f(x0, y0) ≥ f(x, y) for all (x, y) in the domain of f , then we say that
(x0, y0) is a global maximum. If f(x0, y0) ≤ f(x, y) for all (x, y) in the doamin
of f , then we say that (x0, y0) is a global minimum. Sometimes the words
absolute maximum and absolute minimum are used instead. Graphically,
the global maxima (minima) occur at the peaks (valleys) of the largest
(deepest) hills (valleys).

Notice that local and global extrema are not unique in general, and
that global extrema are also local extrema.

The obsveration that extrema occur at hills and valleys suggest a nice
way of looking for extrema: find all of the hills and valleys. Geometrically,
this means we want to find all of the places where the tangent plane of
the function is “flat” (parallel to the xy-plane). This is the same thing
as saying that the normal vector of this tangent plane points straight up,
or straight down. Since we know from the previous lecture on tangent
planes that the normal vector of the tangent plane of z = f(x, y) at the
point (x0, y0) is given by

〈fx(x0, y0), fy(x0, y0),−1〉 ,

this is equivalent to asking that fx(x0, y0) = fy(x0, y0) = 0.

Theorem 3.16.
If f(x, y) is differentiable and (x0, y0) is a local extremum, then fx(x0, y0) =



CHAPTER 3. FUNCTIONS OF MULTIPLE VARIABLES 208

fy(x0, y0) = 0.

It turns out that in order to guarantee a point is a global extremum,
and not just a local one, we’ll need a few more conditions on the function.
For this reason we’ll only search for local maxima and minima for the time
being.

If a function isn’t differentiable at a point in its domain (which effec-
tively means the function’s graph has a sharp point), it could be that this
non-differentiable point is an extremum of the function. As a simple ex-
ample, consider the cone z =

√
x2 + y2. The function isn’t differentiable

at the point (0, 0), but this is clearly a local (in fact global) minimum of
the function.

We will call a point (x0, y0) a critical point of f(x, y) if any of the follow-
ing conditions are met:

1. fx(x0, y0) = fy(x0, y0) = 0, or
2. fx(x0, y0) does not exist, or
3. fy(x0, y0) does not exist.

Example 3.41.
Find all of the critical points of f(x, y) = x2 + xy + y2 + y.

First we calculate the partial derivatives,

fx(x, y) = 2x+ y

fy(x, y) = x+ 2y + 1

These partial derivatives obviously exist, and are continuous, for all
(x, y) since they’re polynomials. So to find the critical points, we now
need to look for the solutions to the system

2x+ y = 0

x+ 2y + 1 = 0.

Moving the 1 in the second equation to the right-hand side, this is
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equivalent to solving the system

2x+ y = 0

x+ 2y = −1.

Let’s multiply the second equation by 2 and subtract it from the first:

2x+ y − 2(x+ 2y) = −3y.

Since the first equation equals 0 and the first equation equals−1, we
must have

−3y = 0− 2(−1) = 2.

Hence y = 2/3. Plugging y = 2/3 back into the first equation, we find

2x+ 2/3 = 0

=⇒ 2x = −2/3

=⇒ x = −1/3.

Thus (−1/3, 2/3) is the only critical point of the function.

Example 3.42.
Find all of the critical points of the function f(x, y) = sin(x) sin(y).

Taking partial derivatives we have

fx(x, y) = cos(x) sin(y)

fy(x, y) = sin(x) cos(y)

We need the x’s and y’s which simultaneously make both of these
quantities zero. Notice

cos θ = 0 if θ = (2k + 1)
π

2
for k ∈ Z

sin θ = 0 if θ = kπ for k ∈ Z.
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So the points fx(x, y) = fy(x, y) = 0 are

{((2k + 1)π/2, (2j + 1)π/2)} ∪ {(kπ, jπ)}
=
{

(mπ/2, nπ/2)
∣∣m,n ∈ Z, with m and n both odd, or both even } .

Once we know where all of the critical points of f are, we need some
way of determining if the points maxima, minima, or neither. If the func-
tion f(x, y) has continuous second-order partial derivatives, then we can
use the multivariable version of the second derivative test.

Theorem 3.17 (Second Derivative Test).
If f(x, y) has continuous second-order partial derivatives and if (x0, y0) is
a critical point of f , then define

D(x0, y0) = det

(
fxx(x0, y0) fxy(x0, y0)
fyx(x0, y0) fyy(x0, y0)

)
= fxx(x0, y0) · fyy(x0, y0)− fxy(x0, y0) · fyx(x0, y0)

= fxx(x0, y0) · fyy(x0, y0)− fxy(x0, y0)2

Then

1. If D(x0, y0) > 0 and fxx(x0, y0) > 0, then f(x0, y0) is a local mini-
mum.

2. If D(x0, y0) > 0 and fxx(x0, y0) < 0, then f(x0, y0) is a local maxi-
mum.

3. IfD(x0, y0) < 0, then (x0, y0) is neither a maximum nor a minimum.
(In this case we say that (x0, y0) is a saddle point.)

4. If D(x0, y0) = 0, then the test is inconclusive.

Remark.
We won’t prove the second derivative test, but will mention the un-
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derlying idea. Recall that the second derivative of a function of a sin-
gle variable measures the function’s concavity at a point. The three-
dimensional analogue of concavity is called curvature. Curvature at
a point on a surface is determined by looking at the curvatures of
curves on the surface which pass through the point. The largest and
smallest curvatures of these curves are then multiplied together, and
this is the curvature of the surface. A surface has positive curvature
if these two largest and smallest curvatures of curves on the surface
(called the principal curvatures) have the same sign; negative curva-
ture means the principal curvatures have opposite signs; and zero
curvature if one of the principal curvatures is zero – in this case the
surface is “flat” near the point. Intuitively, surfaces of positive cur-
vature look like a bowl; surfaces of negative curvature look like a
Pringles chip; and surfaces of zero curvature contain a straight line.
The D that appears in the second-derivative test is (essentially) the
curvature of the surface. So when the curvature is positive (D > 0)
we have a bowl, and it’s only a question of whether the bowl opens
up or down (fxx(x0, y0) is negative or positive).

Example 3.43.
Find the maxima and minima of the function f(x, y) = y3 + 3x2y −
6x2 − 6y2 + 2.

First we have to find the critical points, which means calculating
the partial derivatives.

fx(x, y) = 6x− 12x = 6x(y − 2)

fy(x, y) = 3y2 + 3x2 − 12y = 3(y2 − 4y + x2).

Notice these functions are continuous everywhere, so we need to
look for solutions to the system fx(x, y) = fy(x, y) = 0. If fx(x, y) =
0, then either x = 0 or y = 2. We’ll plug each of these into y2−4y+x2.

If x = 0, y2 − 4y + x2 = 0 becomes y2 − 4y = y(y − 4) = 0, and so
y = 0 or y = 4. Thus (0, 0) and (0, 4) are two of our critical points.

If y = 2, y2 − 4y + x2 = 0 becomes −4 + x2 = 0 which means
x2 = 4, so x = ±2. Hence (2, 2) and (−2, 2) are our other critical
points.
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We have four critical points: (0, 0), (0, 4), (2, 2), and (−2, 2). To
which are maxima and which are minima, we apply our second
derivative test, which means we need to calculate D(x, y) for each
value.

In our situation,

D(x, y) = det

(
fxx fxy
fyx fyy

)
= det

(
6y − 12 6x

6x 6y − 12

)
= (6y − 12)2 − 36x2

Now we calculate this value for each of our critical points.
For (0, 0) we have D(0, 0) = (−12)2 − 02 = 144. So D > 0 and we

do have a local extremum. To see if it’s a local max or a local min,
we need to calculate fxx(0, 0) = −12 < 0, so (0, 0) is a local max.

For (0, 4) we have D(0, 4) = (24− 12)2 − 0 = 144, and fxx(0, 4) =
12 > 0, so (0, 4) is a local minimum.

For (2, 2) we have D(2, 2) = (12 − 12)2 − 36 · 4 = −144, and so
(2, 2) is a saddle point.

For (−2, 2) we have D(−2, 2) = (12− 12)2 − 36 · 4 = −144 and so
(−2, 2) is also a saddle point.

Finding Global Extrema
In general a local extremum doesn’t have to be a global extremum. You
might like to say that the largest local maximum is a global maximum, and
the smallest local minimum is a global minimum, but this isn’t necessarily
the case. [Insert picture here.]

What we’d like is some condition that will guarantee that a function
does in fact have global extrema, and furthermore say that the largest
local maximum is a global maximum. Again, this doesn’t have to happen
in general, so we’re looking for special cases where this does happen.

What prevents us from making such a statement is that the domain of
a function could be infinite, and the outputs of the function could become
arbitrarily large. So what we’d like to do is to consider functions whose
domain is “small enough” that this sort of thing can’t happen. Unfortu-
nately this is a little bit more involved than you might think, so first we
need to make a few definitions.
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We’ll say that a subset S ⊆ R2 of the plane is bounded if points of S
can’t become arbitrariliy far away from the origin. Equivalently, all of S
can be fit into a circle of finite radius.

A point P is called a boundary point of a set S ⊆ R2 if every circle
centered at P contains points that are both inside of and outside of S.
The collection of all boundary points of S is called the boundary of S and
denoted ∂S.

Finally we’ll say that a set S which contains all of its boundary points
is closed.

For example, the set S = {(x, y)|
√
x2 + y2 ≤ 1} is closed, but the set

S = {(x, y)|
√
x2 + y2 < 1} is not closed.

Remark.
If the complement of S is closed (that is, if the collection of all points
that are in R2 but not in S is closed), then we say that S is open.
Equivalently, for every point in S, we can put a small disc around
that point, and the disc lies entirely in S.

Notice that there are sets that are neither open nor closed, as well
as sets that are both open and closed.

If a set is both closed and bounded, we say the set is compact. Intu-
itively, compact sets are “small” and particularly small enough to ensure
that any function whose domain is compact has global extrema.

Theorem 3.18 (Extreme Value Theorem).
If f(x, y) is a continuous function, and if the domain of f is compact, then
f has both a global maximum and a global minimum.

3.9 Lagrange multipliers
In this lecture we’ll describe a way of solving certain optimization prob-
lems subject to constraints. This method, known as Lagrange multipliers,
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Figure 3.5: The constraint x− y3 + y = 2.

gives us a way to algebraically solve such optimization problems and, un-
like the previously described simplex algorithm, doesn’t require that our
function or constraints be linear.

Geometric Motivation
Suppose that we want to solve the following problem:

minimize xy
subject to x− y3 + y = 2

That is, we want to find the (x, y) that makes xy as small as possible, but
we only are conscerned with the points that satisfy x−y3+y = 2. To get an
idea for how to do this, suppose that we first graph the points satisfying
x− y3 + y = 2. See Figure 3.5.

Our goal is to find the point on this curve, x − y3 + y = 2, which
makes xy as small as possible. To do this we’ll consider curves of the form
xy = c, where c is some constant, and try to make this value c (which is
what we’re trying to minimize) as small as possible and still intersect the
curve x − y3 + y = 2. Let’s begin by setting c = −1; so we plot the curve
xy = −1. This gives us the red curve in Figure 3.6.

Notice that the red curve touches the blue curve in exactly two spots.
The coordinates of these intersection points tell us which (x, y) we can
plug in for xy to get the value−1 and still satisfy the constraint x−y3+y =
2.
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Figure 3.6: The constraint curve together with the curve xy = −1.
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Figure 3.7: The constraint curve together with the curves xy = −1 and
xy = −1.2.

Since we want to make c as small as possible and still intersect the blue
curve, let’s repeat the above process with the value c = −1.2. So we plot
xy = −1.2. To compare with the previous plot, for c = −1, both curves
are shown together in Figure 3.7.

Continuing this process, let’s plot the curve xy = c for lots of values
of c, and then try to find which of these c’s is as small as possible with the
curve xy = c still intersecting our constraint curve x− y3 + y = 2. This is
shown in Figure 3.8.

From the picture it appears that c = −2 is the smallest we can make
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Figure 3.8: The curves xy = c plotted for several values of c

xy = c and still intersect the curve x − y3 + y = 2. To find the (x, y)-
coordinates of the point where this happens we’d want to solve the system
xy = 2 and x− y3 + y = 2.

Let’s make a few simple observations about the pictures we’ve con-
structed above. The minimal value occured when the curves xy = c and
x− y3 + y = 2 were tangent. This isn’t a coincidence: if our value of cwas
“almost” optimal, then we’d have two very close points of intersection.
Pushing c a little bit closer to the optimal value makes the points move
closer together, and when we get to the optimal value the two points col-
lide and we have a point of tangency. Notice that this is not the same as
saying there is exactly one point where the optimal value occurs, nor does
it guarantee that a point of tangency is a global max/min.

Even though we were solving a minimization problem above, we could
try to solve the corresponding maximization problem in the exact same
way: keep increasing c until we find the largest c so that the curves x −
y3 + y = 2 and xy = c are tangent.

Gradients
In order to solve these problems in a precise way, we need to make use of
the gradient of a multivariable function. Given a differentiable function
f(x, y), the gradient of f(x, y) is the (multivariable) vector-valued function
whose components are the partial derivatives of f(x, y). This function is
denoted ∇f(x, y) and is sometimes pronounced “del of f(x, y)”:

∇f(x, y) = 〈fx(x, y), fy(x, y)〉 .



CHAPTER 3. FUNCTIONS OF MULTIPLE VARIABLES 217

Example 3.44.
Calculate the gradient of f(x, y) = 3xy2 − sin(x) + yx.

∇f(x, y) =

〈
∂

∂x

(
3xy2 − sin(x) + yx

)
,
∂

∂y

(
3xy2 − sin(x) + yx

)〉
=
〈
3y2 − cos(x)− yx ln(y), 6xy − xyx−1

〉
.

We’ll see the gradient several times through the semester, particularly
in the next lecture when we talk about directional derivatives. Right now
we care about the gradient because of the following theorem:

Theorem 3.19.
If f(x, y) is differentiable, then any vector tangent to the curve f(x, y) = c
at (x0, y0) is orthogonal to∇f(x0, y0).

Lagrange Multipliers
Now we need some way of taking the intuitive ideas above and putting
them in a more formal framework. So let’s suppose we have a more gen-
eral optimization problem:

maximize f(x, y)
subject to g(x, y) = k

So of all the (x, y) pairs that satisfy g(x, y) = k, we want to pick the pair
that makes f(x, y) as big as possible. In the motivating example above
we considered curves f(x, y) = c and tried to make c as large as possi-
ble while still intersecting g(x, y) = k. When this happened, the curves
g(x, y) = k and f(x, y) = cwere tangent. So in general what we want to do
is find the (x, y) so that the tangent vectors of g(x, y) = k and f(x, y) = c
are parallel.

Thus if f(x, y) and g(x, y) are both differentiable, then at any point
where the curves f(x, y) = c and g(x, y) = k are tangent, the gradient
vectors ∇f(x, y) and ∇g(x, y) have to be parallel. By the above theorem,
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to find these points of tangency, and hence to find the maximum (or min-
imum) of f(x, y) subject to g(x, y) = k, we need to find the (x, y) pairs
that simultaneously solve ∇f(x, y) = λ∇g(x, y) (because these vectors
are parallel; they are scalar multiples) and g(x, y) = k (because the points
have to satisfy our constraint). This turns an optimzation problem into a
problem of algebra: solving a system of equations. This is known as the
method of Lagrange multipliers. (The “Lagrange multiplier” is the value λ
above.)

maximize f(x, y)
subject to g(x, y) = k

Solve the system:
∇f(x, y) = λ∇g(x, y)
g(x, y) = k

Notice that ∇f(x, y) = λ∇g(x, y), when written out in components,
really is just an algebraic system of equations.

maximize f(x, y)
subject to g(x, y) = k

Solve the system:
fx(x, y) = λgx(x, y)
fy(x, y) = λgy(x, y)
g(x, y) = k

Example 3.45.
Use the method of Lagrange multipliers to solve the following opti-
mization problem:

maximize 5x− 3y
subject to x2 + y2 = 136

Here f(x, y) = 5x − 3y, g(x, y) = x2 + y2, and k = 136. First we
find our gradients:

∇f(x, y) = 〈5,−3〉
∇g(x, y) = 〈2x, 2y〉
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And so we want to solve the following system of equations:

5 =λ2x

−3 =λ2y

x2 + y2 =136

Solving the first two equations for x and y, we have

x =
5

2λ

y =
−3

2λ
.

Notice that there’s no possible way for λ to equal zero in our problem
because of the equation 5 = λ2x; if we did have λ = 0, this equation
would give us 5 = 0, which is certainly not true.

Plugging these into the constraint x2 + y2 = 136, we have
25

4λ2
+

9

4λ2
= 136

=⇒ 34

4λ2
= 136

=⇒ λ2 =
34

544
=

1

16

Thus λ = ±1/4.
If λ = 1/4, the first two equations become 5 = x

2
and −3 = y

2
, or

x = 10 and y = −6. If λ = −1/4, then we’d have x = −10 and y = 6.
So there are two solutions to our system of equations: (10,−6)

and (−10, 6). One of these is the maximum, and one is the minimum.
To see which is which we have to plug them into our original func-
tion. Plugging in (10,−6) gives 50 + 18 = 68; plugging in (−10, 6)
gives −50 − 18 = −68. Thus (10,−6) is the max, and (−10, 6) is the
min.

(The “symmetry” in the solutions here is not typical of these sorts
of problems, but arises from the geometry of our optimization prob-
lem. Our constraint is a circle centered at the origin, while the ob-
jective function we’re trying to optimize is linear. This means the
coordinates of the max and min will be opposite points on the cir-
cle.)
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As usual, there’s nothing really special about the fact that we’re us-
ing functions two variables above. We could just as easily use Lagrange
multipliers to solve optimization problems with several variables.

maximize f(x1, x2, ..., xn)
subject to g(x1, x2, ..., xn) = k

Solve the system:
∇f(x1, x2, ..., xn) = λ∇g(x1, x2, ..., xn)
g(x1, x2, ..., xn) = k

Example 3.46.
Find the dimensions of the largest box that can be made with 64
square feet of cardboard.

Suppose the dimensions of our box are x, y, and z. Then we want
to maximize V (x, y, z) = xyz subject to the constraint that g(x, y, z) =
2xy + 2yz + 2xz = 64. The gradient of our objective function is

∇V (x, y, z) = 〈yz, xz, xy〉 .

The gradient of our constrant function is

∇g(x, y, z) = 〈2y + 2z, 2x+ 2z, 2y + 2x〉 .

Thus our system of equations is

yz =λ(2y + 2z)

xz =λ(2x+ 2z)

xy =λ(2y + 2x)

2xy + 2yz + 2xz =64.

To solv this equation notice that if we multiply the first equation by
x, the second equation by y, and the third equation by z we have:

xyz =λx(2y + 2z)

xyz =λy(2x+ 2z)

xyz =λz(2y + 2x)
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Each of the right hand sides equals xyz, so the right hand sides are
all equal:

λx(2y + 2z) = λy(2x+ 2z) = λz(2y + 2x).

Now notice that for our problem λ can never be zero. If λ was zero,
then∇V (x, y, z) = 0 at the maximum point. However, the only way
∇V (x, y, z) = 〈yz, xz, xy〉 is zero is if at least two of our coordinates
are zero. Since we’re talking about the volume of a box, our coordi-
nates are all strictly positive and this can’t happen.

Since λ 6= we can divide out the λ’s, and also divide out the 2’s
to get

xy + xz = xy + yz = yz + xz.

For the first equation, xy + xz = xy + yz, subtracting xy from each
side gives xz = yz. Now dividing by z (again, z 6= 0 because the
coordinates are all positive) gives x = y. Similarly, the second equa-
tion, xy + yz = yz + xz gives y = z. So x = y = z.

Plugging y = x and z = x into our constraint equation gives

2x2 + 2x2 + 2x2 = 64

=⇒ 6x2 = 64

=⇒ x2 =
64

6
=

32

3

=⇒ x = ±
√

32

3

Again, all of our coordinates are positive because of the physical in-
terpretation of our problem, so x = y = z =

√
32/3 are the dimen-

sions that maximize the volume of a cube that can be made with 64
square feet of material.

Example 3.47.
Write down the system of equations, but do not solve (it’s difficult!),
for the following optimization problem:
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maximize 1 + x4 + y4 − 4xy
subject to x2 + y3 = 2.

Here f(x, y) = 4xy−x4−y4−1, g(x, y) = x2 +y3 and k = 2. Thus
our gradient vectors are

∇f(x, y) =
〈
4y − 4x3, 4x− 4y3

〉
∇g(x, y) =

〈
2x, 3y2

〉
So the system of equations we wish to solve is

4y − 4x3 =λ2x

4x− 4y3 =λ3y2

x2 + y3 =2



4Integration
If one looks at the different problems of the
integral calculus which arise naturally when
one wishes to go deep into the different parts of
physics, it is impossible not to be struck by the
analogies existing.

Henri Poincaré

4.1 Integration in two variables
We now begin the study of integration in several variables. Motivated
by the geometric problem of finding the volume between a surface z =
f(x, y) and the xy-plane, the ideas and geometric intuition of integration
in one variable easily extend to two variables. However, as we will see, in-
tegration is about much more than simply calculating areas and volumes,
and has applications throughout mathematics and physics.

Review of Integration in One Variable
Recall that if f : [a, b] → R is a continuous function, the (definite) integral
of f is defined as a limit of Riemann sums. In particular, we choose a
partition P of [a, b]:

P = {x0, x1, x2, ..., xn},
where a = x0 < x1 < x2 < ... < xn = b.

A Riemann sum of f with respect to the partition P is the quantity
n∑
i=1

f(x∗i )∆xi,

where ∆xi = xi − xi−1 (this is the length of the i-th subinterval in the
partition) and x∗i is any point in [xi−1, xi]. Obviously the value of this sum
depends on the choice ofP and the choice of each x∗i . Incredibly, if we take
the limit as the pieces of the partition get arbitrarily small, we always get
the same value, regardless of theP and x∗i ’s we choose in calculating each
of the Riemann sums.

223
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Writing |P| = maxi ∆xi (so |P| is the length of the widest subinterval
determined by P) the integral of f over [a, b] is defined as

ˆ b

a

f(x) dx = lim
|P|→0

nP∑
i=1

f(x∗i )∆xi.

The number of terms in the sum depends on the partition P we choose.
Here we’re letting nP denote the number of subintervals into which [a, b]
is partitioned into by P .

Since we’re taking a limit, we always have to ask ourselves if this limit
exists or not. It is a theorem (that we won’t try to prove) that this limit
will always exist if f is continuous and [a, b] is a closed, bounded interval.

When you first learn about integration, you build the integral up for a
singular purpose: to find the area between some curve y = f(x) and the
x-axis. The idea is to approximate the area under the curve with things
that are much simpler to work with: rectangles. In the Riemann sum,
the value f(x∗i ) acts as the height of the i-th rectangle, and the ∆xi is the
width. So we calculate the area of each rectangle and add them all up.

Of course, you realize very quickly that integrals can do much more
than simply calculate areas. Integration is ubiquitous in mathematics:
from geometry to statistics to physics, integrals are everywhere. The rea-
son that integrals are such a useful tool is that they can be thought of as
a very special type of infinite summation. The integral ´ b

a
f(x) dx is, in

some sense, the result of summing up the values of f(x) for every sin-
gle x in [a, b]; it’s just that we weight the values in the sum by a very small
number (this is basically what the dx is) to keep this “sum” from blowing
up to infinity.

Calculating Volumes
To motivate integration in several variables, consider the following prob-
lem. Suppose that f : D → R is a continuous function and that D, the
domain of f , is a rectangle in R2. Suppose also that f(x, y) ≥ 0 for all
(x, y) ∈ D. We now construct a three-dimensional object whose top is
z = f(x, y), whose bottom is D, and we fill in all of the space in-between.
See Figure 4.1 on the next page.

Now we want to determine what the volume of this solid is. To do this
we do the same sort of thing we did to calculate the area under a curve:
approximate the volume with simpler objects. The simpler objects we’ll
use are rectangular prisms. If a prism has height h, length `, and width
w, then we know its volume is h`w.
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Figure 4.1: A three-dimension solid whose top is z = f(x, y).

So what we’ll do is cram several rectangular prisms under the surface
z = f(x, y), determine the volume of each prism, and then finally sum up
these volumes. See Figure 4.2 on the following page.

Suppose we label these prismsP1, P2, ..., Pn and let hi, `i, andwi denote
the height, length, and width of each Pi. Then we know that the volume
of our object is approximated by

Volume ≈
n∑
i=1

hiwi`i.

Of course what we want to do is take the limit as we fill the area under
the curve with skinnier and skinnier prisms. In order to do this we need
to state precisely how these these prisms are placed beneath the surface.

Suppose the four corners of the domain D are (a, c), (b, c), (b, d), (a, d).
See Figure 4.3. This means that the rectangleD consists precisely of those
points (x, y) where a ≤ x ≤ b and c ≤ y ≤ d. So we can express D as the
set

D = [a, b]× [c, d] =
{

(x, y)
∣∣ a ≤ x ≤ b, c ≤ y ≤ d

}
.

Our first step is to cut D into finitely many rectangular pieces; each
piece will serve as the base of a rectangular prism. To do this we’ll cut
[a, b] into subintervals by using the partition P = {x0, x1, ..., xm}where

a = x0 < x1 < ... < xm = b,
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(a) 9 prisms (b) 36 prisms

(c) 400 prisms

Figure 4.2: Approximating volume with prisms.
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Figure 4.3: The rectangle D is the domain of our function.
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and we’ll cut [c, d] into subintervals with the partition Q = {y0, y1, ..., yn}
where

c = y0 < y1 < ... < yn = d.

This partitionsD intomn subrectangles. We’ll let the rectangle in the i-
th column and j-th row (ordered left-to-right, bottom-to-top) be denoted
Dij . See Figure 4.4.

x1 x2 x3

y1

y2

y3

y4

a b

c

d

D32

Figure 4.4: The rectangle D is partitioned into subrectangles.

Let’s denote the area of the rectangle Dij by ∆Aij . (Notice ∆Aij =
∆xi ·∆yj .)

Now that we have bases for our rectangular prisms, we just need to
determine their height. To do this we let P ∗ij denote any point inside of
Dij , and then use f(P ∗ij) as the height of the prism. Notice that since the x-
coordinates of P ∗ij are in the i-th subinterval of [a, b], and the y-coordinates
of P ∗ij are in the j-th subinterval of [c, d], we have P ∗ij = (x∗i , y

∗
j ). Thus the

volume of the ij-th prism is

f(x∗i , y
∗
j )∆Aij.

Summing up the volumes of each of these prisms, we have an estimate
for the volume of our solid:

Volume ≈
m∑
i=1

n∑
j=1

f(x∗i , y
∗
j )∆Aij.

To get a better approximation, stick more, skinnier, prisms underneath
the surface. To get the “best” approximation (i.e., the true volume), take
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the limit as the prisms get arbitrarily skinny. To do this we need that both
the widths and lengths of our base rectangles get arbitrarily small. That
is, we require |P| → 0 and |Q| → 0.

The limit as the rectangles get arbitrarily skinny is called the (double)
integral of f over the rectangle D and is denoted as follows:

¨

D

f(x, y) dA = lim
|P|→0

lim
|Q|→0

mQ∑
i=1

nP∑
j=1

f(x∗i , y
∗
j ) ∆Aij.

As always, we have to worry about whether this limit exists or not.
As in the case of one variable, there is a theorem that says that this limit
will exist as long as our function f is continuous and D is a rectangle of
finite area. (There are other, more general, conditions which guarantee
the integral exists, but this is good enough for right now.)

Example 4.1.
Calculate the volume between the surface z = 3x + 2y + 1 and the
xy-plane over the unit square, D = [0, 1]× [0, 1].

0.0
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1.0

x

0.0
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y
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2
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6

z

To make this process as easy as possible, let’s say that we parti-
tion both the the horizontal and vertical intervals [0, 1] into n subin-
tervals of equal width, and use the upper, right-hand corner of each
rectangle as the point where we’ll evaluate the function to determine
the height of a prism. (As long as our function is continuous we’ll
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get the same value in the end, so we can pick points that are easy to
work with.)

This gives us n2 subrectangles, each of area 1/n2, and x∗i = 1/n,
y∗j = 1/n. Thus our volume is given by the limit:

¨

[0,1]×[0,1]

(3x+ 2y + 1) dA = lim
n→∞

lim
n→∞

n∑
i=1

n∑
j=1

(3x∗i + 2y∗j + 1) · 1

n2

= lim
n→∞

n∑
i=1

n∑
j=1

(
3i

n
+

2j

n
+ 1

)
· 1

n2

Notice that since we cut both the horizontal and vertical intervals
into n pieces we have m = n, which is why we have two limits as
n → ∞ on the first line. Of course, taking the first (inner) limit
gives us a number, and so taking the second (outer) limit doesn’t do
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anything, so we can drop one of the limits.
¨

[0,1]×[0,1]

(3x+ 2y + 1) dA = lim
n→∞

n∑
i=1

n∑
j=1

(
3i

n3
+

2j

n3
+

1

n2

)

= lim
n→∞

n∑
i=1

(
n∑
j=1

3i

n3
+

n∑
j=1

2j

n3
+

n∑
j=1

1

n2

)

= lim
n→∞

n∑
i=1

(
3i

n2
+

1

n
+

2

n3

n∑
j=1

j

)

= lim
n→∞

n∑
i=1

(
3i

n2
+

1

n
+

2

n3
· n

2 + n

2

)

= lim
n→∞

(
n∑
i=1

3i

n2
+

n∑
i=1

1

n
+

n∑
i=1

n2 + n

n3

)

= lim
n→∞

(
3

n2

n∑
i=1

i+ 1 +
n2 + n

n2

)

= lim
n→∞

(
3

n2
· n

2 + n

2
+ 1 +

n2

n2
+

n

n2

)
= lim

n→∞

(
3

2
· n

2 + n

n2
+ 2 +

1

n

)
= lim

n→∞

(
2 +

3

2
+

3

2n
+

1

n

)
=

7

2

Evaluating the limit above we used two facts that you learned in 106
and 108, but may have forgotten about: you can “distribute” sum-
mations: ∑

i

(ai + bi) =
∑
i

ai +
∑
i

bi,

and there’s a nice formula for the sum 1 + 2 + 3 + · · ·+ n:
n∑
i=1

i =
n2 + n

2
.

So the volume between the plane 3x+ 2y+ 1 and the unit square
in the xy-plane is 7/2.
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Of course, evaluating a limit such as the one above is a rather tedious
thing to do. It’d be nice we if we had some way to turn these complicated
double integrals into “normal” integrals of one variable where we could
use tools such as integration by parts and u-substitutions. We’ll see how
this can be done later. For the time being we’ll just be content with the
fact that we can, at least in principle, evaluate these double integrals by
taking limits.

Properties of the Integral
The double integral satisfies several properties analogous to properties
of integrals of single variables. Here we mention a few of the most basic
ones.

(i) Letting Area(D) denote the area of a rectangle D,
¨

D

1 dA = Area(D).

This is straight forward to see: the double sum we’re taking the limit
of is just

m∑
i=1

n∑
j=1

∆Aij,

where ∆Aij is the area of the ij-th subrectangle. However we’re
summing this over all of the subrectangles, so we just get back the
area of D.
Note: Notationally, we sometimes write

¨

D

dA =

¨

D

1 dA.

(ii) If λ ∈ R is a constant and f : D → R is continuous, then¨

D

λf(x, y) dA = λ

¨

D

f(x, y) dA.

This follows from the fact that we can pull the constant λ out of the
sums and limits in the definition of the integral.
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(iii) If f : D → R and g : D → R are both continuous, then
¨

D

(f(x, y) + g(x, y)) dA =

¨

D

f(x, y) dA+

¨

D

g(x, y) dA.

This again just follows from the fact that we can split sums and lim-
its up across addition. Notice that this, combined with the previ-
ous property, means that we can also split up a subtraction: write
f(x, y)− g(x, y) = f(x, y) + (−1) · g(x, y).

(iv) If f : D → R and g : D → R are both continuous and f(x, y) ≤
g(x, y) for every (x, y) ∈ D, then

¨

D

f(x, y) dA ≤
¨

D

g(x, y) dA.

Once more, this follows by the analogous properties for sums and
limits.

Applications
Even though we built the double integral above for the purpose of calcu-
lating volumes, it’s clear that the definition still “makes sense” for func-
tions which may be negative. If the function is negative – i.e., if the surface
z = f(x, y) is below the xy-plane – then the corresponding integral we cal-
culate will be negative. This is similar to how ´ b

a
f(x) dx < 0 if y = f(x)

stays below the x-axis. In general a function may be above the xy-plane
sometimes, and below the xy-plane at other times. When this happens,
the integral brakes up into we have positive and negative pieces, and may
cancel out. In these cases the double integral doesn’t represent a volume,
but may still have a concrete, physical meanings.

After we’ve developed some more tools for calculating integrals, we’ll
consider the more applications in detail, but it’s worthwhile to go ahead
and mention some of the things these double integrals can be used for:

Mass of an object
If we have a rectangular “sheet” of some material (metal, plastic,
cloth, ...), and if we know the know what the density of this mate-
rial is at any point, integrating the density gives us the mass of the
object. Say our rectangular “sheet” is w × `. We can think of this
as the rectangle [0, w] × [0, `] in the xy-plane. For any point (x, y)
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inside the rectangle, suppose that ρ(x, y) represents the density of
the material at that particular point. Then the mass of the sheet is

m =

¨

[0,w]×[0,`]

ρ(x, y) dA.

If you consider how density is defined in physics, this is almost ob-
vious. Density, in two dimensions, is mass divided by area: ρ = m

A
.

So over a very small subrectangle,Dij , the density is approximately

ρDij ≈
mass of Dij

area of Dij

=
mass of Dij

∆Aij
.

When we write out the limit of Riemann sums, the ∆Aij’s cancel out
and we’re just summing up the mass of little pieces of D.

Average value
If f : D → R is a continuous function on a rectangle D, then there
may be times we want to know what the average value of f is. For
example, suppose that D represents the floor in a room, and for
each point in the room, the temperature you record at that point
is determined by where you’re standing in the room – by your xy-
coordinates on the floor. (Of course, the temperature in a real room
may also depend on how high above the floor you are.) If T (x, y)
gives the temperature over the point (x, y), then the average temper-
ature in the room is

Avg. temp =
1

Area(D)

¨

D

T (x, y) dA.

Why is this the average temperature? If the temperature throughout
the entire room was constant, say T (x, y) = C, then we’d say that the
average temperature in the room was C. So to estimate the average
temperature, let’s partition the room into very small rectangles and
suppose that the temperature is constant on each of those rectangles
(possibly a different constant on different rectangles).
Now if we wanted to combine all of these average temperatures over
small regions together to get the average temperature of the whole
region, we’d have to weight those averages by the relative size of
the region; that is, by how much proportion of the room is taken up
by that region. (Why? Because a 1-inch × 1-inch region where the
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temperature is 90◦F doesn’t contribute as much to the average as a
10-ft×10-ft region where the temperature is 90◦F . If the temperature
is really warm over a large region, that counts a lot more for the
average than being really warm over a very small region.)
Let’s suppose that we call the subrectangles of our partition Dij ,
with area ∆Aij . The proportion of the room taken up by Dij is

∆Aij
Area(D)

. Say the temperature we use for the constant onDij isT (x∗i , y
∗
j ).

So we sum up the values
m∑
i=1

n∑
j=1

T (x∗i , y
∗
j )

∆Aij
Area(D)

=
1

Area(D)

m∑
i=1

n∑
j=1

T (x∗i , y
∗
j )∆Aij.

Taking the limit gives exactly the integral described above. Notice
that it makes perfect sense to talk about an average temperature be-
ing negative!
Of course, there’s nothing special about the fact that we’re talking
about temperature above. In general, the average value of a continu-
ous function over a rectangle D is

Average of f =
1

Area(D)

¨

D

f(x, y) dA.

4.2 Iterated integrals
In this section we continue studying integration in two variables and in-
troduce iterated integrals, which are the primary tool used for calculating
integrals of several variables.

Motvation & “Partial Integration”
In the last lecture we defined the double integral of a continuous function
as a limit of a double Riemann sum. While this definition makes intu-
itive sense (approximating a quantity with simpler quantities and taking
a limit to get the “best” approximation), it’s typically extremely difficult
and tedious to use for calculations. Now we want to introduce a way of
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calculating these quantities which will allow us to apply the tools and
techniques from integration in one variable. Before we describe how this
is done, we need to make one technical detour.

Recall that the partial derivatives, ∂f
∂x

and ∂f
∂y

, are calculated by keeping
one variable constant and differentiating with respect to the other vari-
able. Suppose we instead want a “partial antiderivative” of a function.
That is, suppose that f(x, y) is a given function. Can we find functions
G(x, y) and H(x, y) such that ∂G

∂x
= f(x, y) and ∂H

∂y
= f(x, y)? If we were

considering functions of a single variable, then we’d just integrate the
function to get its antiderivative. Since partial derivatives are calculated
by keeping one variable constant, these “partial antiderivatives” can be
calculated the same way: integrate the function by keeping one variable
constant.

That is, to calculate G(x, y) we’ll integrate f(x, y) with respect to x,
pretending that the y in our function is a constant. Similarly, to calculate
H(x, y) we integrate f(x, y) with respect to y, pretending x is constant.
This is denoted as follows:

G(x, y) =

ˆ
f(x, y) dx

H(x, y) =

ˆ
f(x, y) dy

There is one caveat here: when we calculate ´ f(x, y) dx instead of
picking up a +C, we pick up a +k(y). That is, since y’s are constant when
we calculate ∂G

∂x
, any function of y is also constant. So our +C can be any

expression that involves only y’s: from the partial derivative point of view
these are functions. Similarly, when we calculate ´ f(x, y) dy, we pick up
a +`(x).

Example 4.2.
Find a G(x, y) such that ∂G

∂x
= x2y− sin(xy). Find a H(x, y) such that

∂H
∂y

= x2y − sin(xy).
We simply integrate, pretending one variable or the other is a
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constant.

G(x, y) =

ˆ (
x2y − sin(xy)

)
dx

=
x3y

3
+

cos(xy)

y
+ k(y)

H(x, y) =

ˆ (
x2y − sin(xy)

)
dy

=
x2y2

2
+

cos(xy)

x
+ `(x)

Now let’s just double check that these are the functions we want:

∂G

∂x
=
∂

∂x

(
x3y

3
+

cos(xy)

y
+ k(y)

)
=

3x2y

3
+
− sin(xy) y

y
+ 0

=x2y − sin(xy)

∂H

∂y
=
∂

∂y

(
x2y2

2
+

cos(xy)

x
+ `(x)

)
=

2x2y

2
+
− sin(xy)x

x
+ 0

=x2y − sin(xy)

Iterated Integrals
To calculate a double integral,¨

[a,b]×[c,d]

f(x, y) dA,

we will convert the double integrals into two integrals of a single variable,
combined together in a particular way. The basic idea is the following:
Geometrically, double integrals were developed for calculating volumes.
However these is another way to calculate volumes, provided that you
know the cross-sectional areas of the solid you’re integrating.
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Recall that if we have a solid positioned in three-dimensional space so
that the x-axis runs through the solid, like a chicken on a rotisserie, then
for each plane x = c we denote the area of the intersection of the plane
and the solid byA(x). Then the volume of the solid is given by integrating
A(x):

Volume =

ˆ b

a

A(x) dx

For example, in the last lecture we considered the volume of the solid
whose top was the plane 3x + 2y + 1, and whose bottom was the unit
square [0, 1] × [0, 1]. Cutting this surface with a plane we see the blue
region plotted in Figure 4.5.

x

y

z

Figure 4.5: Cutting a solid with a plane.

If we could calculate the area, A(x), of this blue slice of the surface,
we’d integrate ´ 1

0
A(x) dx to find the volume. There’s nothing special

about the x axis here: we could just as easily consider slices of the sur-
face given by planes y = c, call A(y) the area of these slices, and then
integrate ´ 1

0
A(y) dy to get the volume.

Calculating these cross-sectional areas is actually very easy because
they’re just the area under the curve. In particular, the area A(x) is given
by

A(x) =

ˆ 1

0

(3x+ 2y + 1) dy.
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This is just the area of the blue slice because the blue slice is the area
underneath the curve 3x+ 2y + 1. Here we’ve set x to be a constant, so y
is the only quantity that changes. Performing the integration we see that
this really is just a function of x: the y’s get replaced with numbers when
we do the integration.

A(x) =

ˆ 1

0

(3x+ 2y + 1) dy

=
(
3xy + y2 + y

)∣∣∣∣1
0

=3x+ 2.

This is the cross-sectional area of our blue slice. Integrating this quantity
we get the volume.

Volume =

ˆ 1

0

A(x) dx

=

ˆ 1

0

(3x+ 2) dx

=

(
3x2

2
+ 2x

)∣∣∣∣1
0

=
3

2
+ 2

=7/2

Usually we don’t bother to write down A(x) as a separate function,
and instead just plug our expression for A(x),

ˆ 1

0

(3x+ 2y + 1) dy,

into the integral:

Volume =

ˆ 1

0

ˆ 1

0

(3x+ 2y + 1) dy dx.

To evaluate an expression like this we work “inside-out,” starting with the
inner-most integral and integrating piece by piece until we’ve evaluated
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all of the integrals.

Volume =

ˆ 1

0

ˆ 1

0

(3x+ 2y + 1) dy dx

=

ˆ 1

0

(
3xy + y2 + 1

)∣∣∣∣1
0

dx

=

ˆ 1

0

(3x+ 2) dx

=

(
3x2

2
+ 2x

)∣∣∣∣1
0

=
3

2
+ 2

=7/2

The procedure outlined above is generalized by the following theo-
rem.

Theorem 4.1 (Fubini’s theorem).
If f(x, y) is a continuous function defined on the rectangle D = [a, b] ×
[c, d], then

¨

D

f(x, y) dA =

ˆ b

a

ˆ d

c

f(x, y) dy dx =

ˆ d

c

ˆ b

a

f(x, y) dx dy.

Example 4.3.
Calculate the integral

¨

[2,4]×[1,2]

x2 y3

2
dA.
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x

y

z
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¨

[2,4]×[1,2]

x2 y3

2
dA =

1

2

¨

[2,4]×[1,2]

x2 y3 dA

=
1

2

ˆ 4

2

ˆ 2

1

x2 y3 dy dx

=
1

2

ˆ 4

2

x2 y4

4

∣∣∣∣2
1

dx

=
1

2

ˆ 4

2

(
4x2 − x2

4

)
dx

=
1

2

(
4x3

3
− x3

12

)∣∣∣∣4
2

=
1

2

(
4 · 64

3
− 64

12
− 8 · 4

3
+

8

12

)
=

1

2

(
256

3
− 16

3
− 32

3
+

2

3

)
=

210

6

=
105

3
=35

Example 4.4.
Calculate the integral

¨

[0,1]×[0,1]

1 + x2

1 + y2
dA
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x

y

z

¨

[0,1]×[0,1]

1 + x2

1 + y2
dA =

ˆ 1

0

ˆ 1

0

1 + x2

1 + y2
dx dy

Notice that, with respect to x, 1
1+y2

is a constant. Hence we can pull it out
of the inner-most integral:

ˆ 1

0

ˆ 1

0

1 + x2

1 + y2
dx dy =

ˆ 1

0

1

1 + y2

ˆ 1

0

(
1 + x2

)
dx dy

Now once we integrate, the value ´ 1

0
(1 + x2) dx is just a number, so we

can pull it out of the outer-most integral:
ˆ 1

0

1

1 + y2

ˆ 1

0

(
1 + x2

)
dx dy =

ˆ 1

0

(
1 + x2

)
dx ·
ˆ 1

0

1

1 + y2
dy

=

(
x+

x3

3

)∣∣∣∣1
0

· tan−1(y)

∣∣∣∣1
0

=
4

3
· π

4
=π/3
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4.3 Double integrals over general regions
In the previous two sections, all double integrals were performed over
rectangles. In this section we remove this restriction and consider inte-
gration over more general regions of R2.

Motivating Example
A silicon wafer is a large, circular disc made of silicon which is used in the
manufacture of computer processors and other electronic devices. Sup-
pose that in the process of fabricating such a wafer some impurities are
introduced (dust, water vapor, etc.) so that the wafer isn’t pure silicon.
If we were able to determine precisely where these impurities lie in the
wafer, then we might be able to determine the density of the wafer at a
particular point. To figure out the mass of the entire wafer we could then
integrate this density. This presents us with a problem in that the wafer
is circular (so the domain of our density function is a disc in the plane),
whereas we only know how to integrate functions with a rectangular do-
main. So we need some way of extending our usual double integrals to
deal with functions with other sorts of domains.

To associate some actual numbers with the scenario described above,
suppose that our wafer has a radius of one meter, and for a point (x, y) in
the wafer, the density of the wafer at that point is

ρ(x, y) = x2 cos(y) + 1.

The domain of our function ρ is

D =
{

(x, y)
∣∣x2 + y2 ≤ 1

}
.

Let’s notice that if we pick an x-coordinate of a point inside this disc, the
y-coordinates we can tack onto this x-coordinate lie between the values
−
√

1− y2 and
√

1− y2. So for example, if we look at all of the (x, y) points
inside our disc where the x-coordinate is 1/2, the y-coordinates have to be
between −

√
1− 1/4 and

√
1− 1/4.

Recall from the last lecture that to evaluate the integral
¨

D

ρ(x, y) dA,
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we integrate a “cross-section” function, A(x). If we knew what the cross-
section was, then we’d integrate

¨

D

ρ(x, y) dA =

ˆ 1

−1

A(x) dx,

since our x’s run from−1 to 1. To calculate the cross-section function last
time we just integrated our initial function ρ(x, y) with respect to y over all
of the possible y-values. Here our y-values depend on our chosen x, but
once we’ve chosen an x we expect that our cross-section function should
be

A(x) =

ˆ √3/2

−
√

3/2

ρ(x, y) dy =

ˆ √3/2

−
√

3/2

(x2 cos(y) + 1) dy.

Of course, there’s nothing special about the choice of x = 1/2. In general,
for any x between −1 and 1, the cross-section is

A(x) =

ˆ √1−x2

−
√

1−x2
(x2 cos(y) + 1) dy

=(x2 sin(y) + y)

∣∣∣∣
√

1−x2

−
√

1−x2

=x2 sin(
√

1− x2) +
√

1− x2 − x2 sin(−
√

1− x2)−
√

1− x2

=2x2 sin(
√

1− x2)

Above we used the fact that sin θ is an odd function: sin(−θ) = − sin θ.
Notice that in order to find this cross-section, the bounds of our in-

tegral had to depend on where we were trying to find the cross-section.
Aside from this one modification, our cross-section was found exactly
like before. Notice here the bounds for our integral with respect to y were
functions of x.

Now that we have the cross-section, we can calculate the integral we
initially wanted:

¨

D

ρ(x, y) dA =

ˆ 1

−1

A(x) dx

=

ˆ 1

−1

2x2 sin(
√

1− x2) dx

This is a hard integral to solve, so we won’t bother to explicitly solve it
right now, but just content ourselves with the fact that we can rewrite the
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integral over a non-rectangular region as an iterated integral:
¨

D

(x2 cos(y) + 1) dA =

ˆ 1

−1

ˆ √1−x2

−
√

1−x2
(x2 cos(y) + 1) dy dx.

Integrals Over General Regions
We’ll say a subset D of the plane R2 is type I if the x-values of points in
D stay inside some fixed interval [a, b], but the y-values of points in D are
bounded by functions of x. That is, a type I region can be written as

D =
{

(x, y)
∣∣ a ≤ x ≤ b, g(x) ≤ y ≤ h(x)

}
.

The integral of a continuous function f(x, y) over a type I regionD is given
by ¨

D

f(x, y) dA =

ˆ b

a

ˆ h(x)

g(x)

f(x, y) dy dx.

We say that D is type II if the roles of x and y are switched from that
of a type I region: that is, a type II region D can be written as

D =
{

(x, y)
∣∣ c ≤ y ≤ d, k(y) ≤ x ≤ `(x)

}
.
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The integral of a continuous f(x, y) over a type II region D is
¨

D

f(x, y) dA =

ˆ d

c

ˆ `(y)

k(y)

f(x, y) dx dy.

(Notice that some regions are both type I and type II simultaneously.
For example, the disc considered above could be considered as type I or
type II.)

Example 4.5.
Evaluate the integral ¨

D

e
x/y dA

where D is the region

D =
{

(x, y)
∣∣ 1 ≤ y ≤ 2, y ≤ x ≤ y3

}
.
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Notice that this is a type II region, so we our integral is given by
¨

D

e
x/y dA =

ˆ 2

1

ˆ y3

y

e
x/y dx dy

=

ˆ 2

1

ˆ y3

y

ex·
1/y dx dy

=

ˆ 2

1

(
ex/y

1/y

)∣∣∣∣y3
y

dy

=

ˆ 2

1

ye
x/y

∣∣∣∣y3
y

dy

=

ˆ 2

1

(
yey

2 − ye
)
dy

=

ˆ 2

1

yey
2

dy −
ˆ 2

1

ye dy

For the integral on the left, perform the substitution u = y2, du =
2ydy.

ˆ 2

1

yey
2

dy −
ˆ 2

1

ye dy =
1

2

ˆ 4

1

eu du−
ˆ 2

1

ye dy

=
1

2
eu
∣∣∣∣4
1

− ey2

2

∣∣∣∣2
1

=
1

2

(
e4 − e

)
−
(

4e

2
− e

2

)
=

1

2
(e4 − e− 3e)

=
e4 − 4e

2

In general a region may not be expressible as a single type I or type II
domain. In such a situation we can cut the region up into several pieces
which are type I or type II. We can do this because of the following theo-
rem.
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Theorem 4.2.
Suppose that D1 and D2 are two regions in R2 which don’t overlap. Then,
writing D = D1 ∪D2,

¨

D

f(x, y) dA =

¨

D1

f(x, y) dA+

¨

D2

f(x, y) dA.

Example 4.6.
Integrate the function x + y2 over the region indicated in the figure
below.

(1, 1)

(4, 4)

(6, 2)

(4, 1)

We’ll split this up into two regions, each of which is type I.



CHAPTER 4. INTEGRATION 249

(1, 1)

(4, 4)

(6, 2)

(4, 1)

D1 D2

Our regions are

D1 =
{

(x, y)
∣∣ 1 ≤ x ≤ 4, 1 ≤ y ≤ x

}
D2 =

{
(x, y)

∣∣ 4 ≤ x ≤ 6,
x

2
− 1 ≤ y ≤ 8− x

}
.

Integrating over D1 we have
¨

D1

(x+ y) dA =

ˆ 4

1

ˆ x

1

(x+ y) dy dx

=

ˆ 4

1

(
xy +

y2

2

)∣∣∣∣x
1

dx

=

ˆ 4

1

(
x2 +

x2

2
− x− 1

2

)
dx

=

ˆ 4

1

(
3x2

2
− x− 1

2

)
dx

=

(
x3

2
− x2

2
− x

2

)∣∣∣∣4
1

=32− 8− 2− 1

2
+

1

2
+

1

2
=22.5
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Integrating over D2,
¨

D2

(x+ y) dA =

ˆ 6

4

ˆ 8−x

x/2−1

(x+ y) dy dx

=

ˆ 6

4

(
xy +

y2

2

)∣∣∣∣8−x
x/2−1

dx

=

ˆ 6

4

[(
8x− x2 +

64− 16x+ x2

2

)
−
(
x2

2
− x+

x2 − 4x+ 4

8

)]
dx

Before integrating, let’s simplify the integrand a little bit.
ˆ 6

4

[(
8x− x2 +

64− 16x+ x2

2

)
−
(
x2

2
− x+

x2 − 4x+ 4

8

)]
dx

=
1

8

ˆ 6

4

[(
64x− 8x2 + 256− 64x+ 4x2

)
−
(
4x2 − 8x+ x2 − 4x+ 4

)]
dx

=
1

8

ˆ 6

4

[(
−4x2 + 256

)
−
(
5x2 − 12x+ 4

)]
dx

=
1

8

ˆ 6

4

(
−9x2 + 12x+ 252

)
dx

This simplified integral is much easier to integrate, but let’s first no-
tice that each term in the integrand is a multiple of 3, so we can pull
the 3 out:

1

8

ˆ 6

4

(
−9x2 + 12x+ 252

)
dx

=
3

8

ˆ 6

4

(
−3x2 + 4x+ 84

)
dx

=
3

8

(
−x3 + 2x2 + 84x

)∣∣∣∣6
4

=
3

8
[(−216 + 72 + 504)− (−64 + 32 + 336)]

=
3

8
(360− 304)

=21
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Thus¨

D

(x+ y) dA =

¨

D1

(x+ y) dA+

¨

D2

(x+ y) dA

=

ˆ 4

1

ˆ x

1

(x+ y) dy dx+

ˆ 6

4

ˆ 8−x

x/2−1

(x+ y) dy dx

=22.5 + 21

=43.5

4.4 Double integrals in polar coordinates
Suppose that we wanted to integrate the function f(x, y) = x2 + y2 over
the region in the first quadrant bounded by the curves y = x

√
3, y = x√

3
,

y =
√

1− x2 and y =
√

4− x2.

We can’t very easily represent this region as the (x, y)-points where the
y-values are sandwiched between two functions of x, or as the region
where the x-values are sandwiched between two functions of y. Thus
to integrate over this region, we need to split R up into smaller regions
where we can sandwich y between two functions of x, or x between two
functions of y. One way to do this is the following:
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Each of these smaller regions can be represented as type I regions as
indicated below:

D1 =
{

(x, y)
∣∣ ? ≤ x ≤?,

√
1− x2 ≤ y ≤ x

√
3
}
,

D2 =

{
(x, y)

∣∣ ? ≤ x ≤?,
x√
3
≤ y ≤ x

√
3

}
, and

D3 =

{
(x, y)

∣∣ ? ≤ x ≤?,
x√
3
≤ y ≤

√
4− x2

}
.

Notice we don’t yet have any bounds for the x-values in our region. To
get these x-values, which we’ll need in order to set up our integrals, we
have to find the intersection points of our curves.

Supposing we label these intersection points (which are the “corners”
of our region D) as follows,
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We can find the coordinates of P1 by setting x
√

3 =
√

1− x2 (as P1 occurs
at the intersection of these two curves).

x
√

3 =
√

1− x2

=⇒ 3x2 = 1− x2

=⇒ 4x2 = 1

=⇒ x2 =
1

4

=⇒ x =
1

2
.

Plugging x = 1
2

into either of x
√

3 or
√

1− x2, we see the y-value of P1 is
√

3/2; that is, P1 = (1/2,
√

3/2).
Similarly, solving x

√
3 =

√
4− x2, we see that P2 = (1,

√
3); solving

x/
√

3 =
√

4− x2 gives P3 = (
√

3, 1); and, finally, solving x/
√

3 =
√

1− x2

tells us P4 = (
√

3/2, 1/2).
Now as our regions D1, D2, and D3 are disjoint, we can compute¨

D

f(x, y) dA =

¨

D1

f(x, y) dA+

¨

D2

f(x, y) dA+

¨

D3

f(x, y) dA.

Writing these as iterated integrals we may compute
¨

D1

f(x, y) dA =

ˆ √3/2

1/2

ˆ x
√

3

√
1−x2

(x2 + y2) dy dx

¨

D2

f(x, y) dA =

ˆ 1

√
3/2

ˆ x
√

3

x/
√
3

(x2 + y2) dy dx

¨

D3

f(x, y) dA =

ˆ √3

1

ˆ √4−x2

x/
√
3

(x2 + y2) dy dx

Let’s now compute the first of these integrals:
¨

D1

f(x, y) dA =

ˆ √3/2

1/2

ˆ x
√

3

√
1−x2

(x2 + y2) dy dx

=

ˆ √3/2

1/2

(
x2y +

y3

3

)∣∣∣∣x
√

3

√
1−x2

dx

=

ˆ √3/2

1/2

(
x3
√

3 +
x3
√

27

3
− x2
√

1− x2 +
(1− x2)3/2

3

)
dx.
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Now things start to get hairier: though the first two terms are easy to
integrate, the third and fourth terms require a trig substitution, namely
x = sin(θ), dx = cos(θ) dθ. After performing this substitution, you still
have to do integration by parts and u-substitution to evaluate the integral;
and this is only one-third of our original integral! All of this is do-able, of
course, but very tedious and time-consuming.

In order to turn this integral into something a bit more tractable, we
can try to change our coordinate system from the usual Cartesian coordi-
nates to polar coordinates.

Recall that in polar coordinates we specify points as pairs (r, θ) where
the r-value tells us how far from the origin the point is, and θ tells us the
angle abofe the x-axis of a line through the origin and our point.

To convert a point (x, y) in Cartesian coordinates to polar, we use the
fomulas

r =
√
x2 + y2

θ = tan−1
(y
x

)
,

and to convert a point (r, θ) in polar coordinates into Cartesian coordi-
nates, we use

x = r cos(θ)

y = r sin(θ).

For example, the table below describes four points in both Cartesian and
polar coordinates.
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Cartesian Polar
(1/2,

√
3/2) (1, π/3)

(−2, 5)
(√

29, tan−1 (− 5/2)
)

(3
√

2/2, 3
√

2/2) (3, π/4)
(0,−2) (−2, π/2)

For the last entry in the table above, recall that we adopt the convention
that if r is negative, we move away from the origin in the opposite di-
rection. That is (−1, 5π/4) and (1, π/4) represent the same point in polar
coordinates.

The advantange of using polar coordinates is that some regions be-
come much simpler to represent in polar than they are in Cartesian.

One region we will especially care about is called a polar rectangle.
This is the set of all points (r, θ) whose polar coordinates statisfy a ≤ r ≤ b
and α ≤ θ ≤ β.

R =
{

(r, θ)
∣∣ a ≤ r ≤ b, α ≤ θ ≤ β

}
.

Such a region looks something like the following:
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We adopt the convention that the polar rectangle above can be denoted
[a, b] × [α, β]. Warning: Notice there is a potential for ambiguity here, as
[a, b]× [α, β] in Cartesian and polar represent very different regions!

These polar rectangles will be the building blocks for our integrals in
polar coordinates.

Recall that to integrate a function over a Cartesian rectangle, we split
the rectangle up into smaller subrectangles, and constructed rectangular
prisms over these smaller subrectangles, then added up the volumes of
all these prisms to estimate the value of our integral.

We’re going to do something very similar now with polar rectangles,
but this will require that we know how to compute the area of a polar
rectangle [a, b]× [α, β]. To determine the area of this polar rectangle, let’s
first notice that for a circle of radius r the area of is given by πr2. If we
have a sector of that circle which has angle θ (i.e., a pizza slice shaped
region where the tip of the slice makes angle θ), then the area of that slice
is

πr2 · θ
2π

=
θr2

2
.

(The total angle around the circle is 2π and our sector has angle θ, so our
sector has proportion θ

2π
of the circle. Thus the proportion of the total area

πr2 of the circle we have in the sector is also θ
2π

.)
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For the polar rectangle [a, b] × [α, β], the area we have is given by the
area of the “outer” sector minus the area of the inner sector.

Notice the angle of sector is β − α, so the area of the larger (outer) sector
is (β−α)b2

2
. Similarly, the area of the inner sector is (β−α)a2

2
. This means the

area of our polar rectangle is
(β − α)b2

2
− (β − α)a2

2
.

With a little bit of arithmetic we can rewrite this as follows:
(β − α)b2

2
− (β − α)a2

2
=
β − α

2

(
b2 − a2

)
=

1

2
(β − α)(b− a)(b+ a)

=
b+ a

2
(β − α)(b− a).

Now observe that β−α is the change in the angle of the sector, so we may
refer to this as ∆θ. Similarly, b−a is the change in the radius of our sectors,
so we might call this value ∆r. Finally, b+a

2
is the point halfway between

the radii r = a and r = b, so let’s refer to this quantity as r∗. With these
conventions, the area of our polar rectangle may be written as r∗∆r∆θ.
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Now, to estimate our integral, we first split the polar rectangle into
sub-polar-rectangles,

We’ll pick a point inside each of these subrectangles, let’s call it (r∗i , θ
∗
j ),

where ri−1 ≤ r∗i ≤ ri and θj−1 ≤ θ∗j ≤ θj . When we take limits the choice
of r∗i and θ∗j we make won’t matter, as long as they are in the intervals
described above. Since the choices don’t matter, we may choose to make
some convenient choices, such as picking r∗i and θ∗j to be the midpoints of
their respective intervals. That is, we may choose

r∗i =
ri + ri−1

2

θ∗j =
θj + θj−1

2
.

We wish to plug these values into our function to determine the height of
our “polar rectangular prism.” If our function was given to us as an ex-
pression in polar coordinates, we can directly plug these values in. If,
however, our function was given as an expression f(x, y) in Cartesian
coordinates, then we need to convert our point (r∗i , θ

∗
j ) in polar coordi-

nates into Cartesian coordinates before plugging into the function. Using
x = r cos(θ) and y = r sin(θ), this means the height of our “polar rectangu-
lar prism” is f(r∗i cos(θ∗j ), r

∗
i sin(θ∗j )). Since the area of the base is r∗i∆ri∆θj ,

the volume of our prism is
f
(
r∗i cos(θ∗j ), r

∗
i sin(θ∗j )

)
r∗i∆ri∆θj.

Summing up these volumes, our estimate for the integral of f(x, y) over
the polar rectangle R = [a, b]× [α, β] is

¨

R

f(x, y) dA ≈
m∑
j=1

n∑
i=1

f
(
r∗i cos(θ∗j ), r

∗
i sin(θ∗j )

)
r∗i∆ri∆θj.
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Of course, we’ll take the limit of these summations, and the above value
becomes ¨

R

f(x, y) dA =

ˆ β

α

ˆ b

a

f(r cos(θ), r sin(θ)) r dr dθ.

So, integrating in polar coordinates is almost what you’d expect it to be,
in that you replace x with r cos(θ) and y with r sin(θ), but we pick up an
extra factor of r coming from the area of the polar rectangle.

Our initial example, which resulted a complicated mess involving three
different integrals, can be greatly simplified if we convert everything to
polar.

First we’ll need to rewrite the region we’re integrating over as a polar
rectangle. To do this we again use the equations y = r sin(θ) and x =
r cos(θ). For the inner-most circle given by y =

√
1− x2, plugging in the

polar-to-Cartesian conversion formulas results in the following:

y =
√

1− x2

=⇒ r sin(θ) =
√

1− (r cos(θ))2

=⇒ r2 sin2(θ) = 1− r2 cos2(θ)

=⇒ r2 sin2(θ) + r2 cos2(θ) = 1

=⇒ r2(sin2(θ) + cos2(θ)) = 1

=⇒ r2 = 1

=⇒ r = 1.

(Here it’s worth noting that the solution to r2 = 1 is r = ±1, however,
we’re talking about the radius of a circle here, so we will ignore the neg-
ative value.)

Similarly, we convert the line y = x/
√

3 to polar as follows:

y =
x√
3

=⇒ r sin(θ) =
r cos(θ)√

3

=⇒ r sin(θ)

r cos(θ)
=

1√
3

=⇒ tan(θ) =
1√
3

=⇒ θ = tan−1

(
1√
3

)
= tan−1

(
1/2
√

3/2

)
.
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As tangent is sine over cosine, we want the angle θ which when plugged
into sine gives us 1/2 and produces √3/2 from cosine. This angle is θ = π/6.

So, our line y = x/
√

3 in polar is simply θ = π/6. Doing the same sort of
thing for y =

√
4− x2 and y = x

√
3 would give us r = 2 and θ = π/3. Thus

the region we are integrating over is the polar rectangle [1, 2]× [π/6, π/3].
Integrating x2 + y2 over this region now greatly simplifies in polar

coordinates.

¨

R

(
x2 + y2

)
dA =

ˆ π/3

π/6

ˆ 2

1

(
r2 cos2(θ) + r2 sin2(θ)

)
r dr dθ

=

ˆ π/3

π/6

ˆ 2

1

r2
(
cos2(θ) + sin2(θ)

)
r dr dθ

=

ˆ π/3

π/6

ˆ 2

1

r2 r dr dθ

=

ˆ π/3

π/6

r3 dr dθ

=

ˆ π/3

π/6

r4

4

∣∣∣∣2
1

dθ

=

ˆ π/3

π/6

(
16

4
− 1

4

)
dθ

=

ˆ π/3

π/6

15

4
dθ

=
15

4
· π

6

=
5π

8

Let’s finish up our discussion of integration in polar coordinates with
a few more examples.

Example 4.7.
Integrate the function f(x, y) = xy over the following region:
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First notice that this region is between two half-circles and so is a
polar rectangle. The radius starts at 3 and increases to 6, while the
angle ranges from −π/2 to π/2. Our integral is thus

¨

R

f(x, y) dA =

ˆ π/2

−π/2

ˆ 6

3

f(r cos(θ), r sin(θ)) r dr dθ

=

ˆ π/2

−π/2

ˆ 6

3

r cos(θ) · r sin(θ) r dr dθ

=

ˆ π/2

−π/2

ˆ 6

3

r3 cos(θ) sin(θ) dr dθ

=

ˆ π/2

−π/2
cos(θ) sin(θ)

r4

4

∣∣∣∣6
3

dθ

=
1215

4

ˆ π/2

−π/2
cos(θ) sin(θ) dθ

To finish the integral we will use the substitution u = sin(θ), du =
cos(θ) dθ. Notice that our limits will change from −π/2 and π/2 to −1
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and 1.
1215

4

ˆ π/2

−π/2
sin(θ) cos(θ) dθ =

1215

4

ˆ 1

−1

u du

=
1215

4

u2

2

∣∣∣∣1
−1

=
1215

4

(
1

2
− 1

2

)
= 0

Just as we can integrate functions f(x, y) in Cartesian over regions
other than (Cartesian) rectangles, we can likewise perform integration
in polar coordinates over more general regions than simply polar rect-
angles. If we had a region D which in polar coordinates was expressed
as

D = {(r, θ)
∣∣∣∣α ≤ θ ≤ β, g(θ) ≤ r ≤ h(θ)}

, then we would integrate a function f(x, y) over this region as
¨

D

f(x, y) dA =

ˆ β

α

ˆ h(θ)

g(θ)

f(r cos(θ), r sin(θ)) r dr dθ.

Example 4.8.
Compute the area of the region below.

We can compute the area of a region by integrating the constant
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function 1 over that region:

Area(D) =

¨

D

1 dA.

For the region we have here, it will be easiest to do this by expressing
the region in polar coordinates. Notice in particular that the angles
in the region range from θ = 0 to θ = π/2 since everything in this
region is in the first quadrant. We are also given that the curves on
the left- and right-hand edges of region are r = 2θ and r = θ + π/2,
respectively. We can thus compute the area of this region as follows:

Area(D) =

¨

D

1 dA

=

ˆ π/2

0

ˆ θ+π/2

2θ

r dr dθ

=

ˆ π/2

0

r2

2

∣∣∣∣θ+π/2
2θ

dθ

=

ˆ π/2

0

(
(θ + π/2)

2
− 4θ2

2

)
dθ

=
1

2

ˆ π/2

0

(
θ2 + θπ +

π2

4
− 4θ2

)
dθ

=
1

2

ˆ π/2

0

(
−3θ2 + θπ +

π2

4

)
dθ

=
1

2

(
−θ3 +

θ2π

2
+
θπ2

4

)∣∣∣∣π/2
0

=
1

2

(
−π3

8
+
π3

8
+
π3

8

)
=
π3

16

4.5 Triple integrals
Our original motivation for studying integrals of functions of one variable
was to find the area underneath a curve; with of two variables, the mo-
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tivation was to find the volume under a surface. “Integration” is much
more general than just calculating these geometric quantities, and inte-
gration should be viewed more as a way of computing a particular type
of infinite sum rather than just a “trick” for computing areas and volumes.

We’re now going to start studying integration in three variables, where
our intuitive notions of “area under a curve” or “volume under a surface”
don’t apply (or, at least, they don’t apply as directly).

So, suppose that B is a rectangular prism in three-dimensional space:

B = {(x, y, z) | a ≤ x ≤ b, c ≤ y ≤ d, r ≤ z ≤ s}

We may sometimes denote this region as [a, b]× [c, d]× [r, s].
We will partition [a, b] into ` subintervals,

a = x0 < x1 < · · · < x`−1 < x` = b,

and similarly partition [c, d] into subintervals

c = y0 < y1 < · · · < yn−1 < yn = d,

and partition [r, s] into n subintervals

r = z0 < z1 < · · · < zn−1 < zn = s.

These partitions then split B into `mn sub-prisms,

Bijk = [xi−1, xi]× [yj−1, yj]× [zk−1, zk].

We pick some point inside each of these sub-prisms, call it (x∗ijk, y
∗
ijk, z

∗
ijk)

and consider the triple Riemann sum

∑̀
i=1

m∑
j=1

n∑
k=1

f(x∗ijk, y
∗
ijk, z

∗
ijk)∆Vijk

where ∆Vijk = ∆xi ∆yj ∆zk is the volume of the prism Bijk.
Taking the limit of these prisms as their volumes get arbitrarily small

gives us the triple integral of f(x, y, z) overB. Letting P ,Q, andR be the
partitions of the x, y, and z, intervals, we have
˚

B

f(x, y, z) dV = lim
|P|→0

lim
|Q|→0

lim
|R|→0

`P∑
i=1

mQ∑
j=1

nR∑
k=1

f(x∗ijk, y
∗
ijk, z

∗
ijk)∆Vijk

This limit is guaranteed to exist if f is a continuous function.
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Though defining triple integrals as limits of triple Riemann sums makes
sense, it’s hard to actually compute triple integrals this way. Luckily, Fu-
bini’s theorem extends to allow us to write the triple integral as a triple
iterated integral:

˚

B

f(x, y, z) dV =

ˆ s

r

ˆ d

c

ˆ b

a

f(x, y, z) dx dy dz

=

ˆ b

a

ˆ s

r

ˆ d

c

f(x, y, z) dy dz dx

=

ˆ b

a

ˆ d

c

ˆ s

r

f(x, y, z) dz dy dz

...

Example 4.9.
Compute the integral of f(x, y, z) = xy + z2 over B = [0, 2]× [0, 1]×
[0, 3].

˚

B

(xy + z2) dV =

ˆ 3

0

ˆ 1

0

ˆ 2

0

(xy + z2) dx dy dz

=

ˆ 3

0

ˆ 1

0

(
x2y

2
+ xz2

)∣∣∣∣2
0

dy dz

=

ˆ 3

0

ˆ 1

0

(2y + 2z2) dy dz

=

ˆ 3

0

(y2 + 2yz2)

∣∣∣∣1
0

dz

=

ˆ 3

0

(1 + 2z2) dz

=

(
z +

2z3

3

)∣∣∣∣3
0

= 3 +
54

3
=

9 + 54

3
=

63

3
= 21
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Notice that integrating 1 over B would simply give us the volume of
the prism:

˚

[a,b]×[c,d]×[r,s]

1 dV =

ˆ s

r

ˆ d

c

ˆ b

a

1 dx dy dz

=

ˆ s

r

ˆ d

c

x

∣∣∣∣b
a

dy dz

=

ˆ s

r

ˆ d

c

(b− a) dy dz

=

ˆ s

r

(b− a)y

∣∣∣∣d
c

dz

=

ˆ s

r

(b− a)(d− c) dz

= (b− a)(d− c)z
∣∣∣∣s
r

= (b− a)(d− c)(r − s)

Of course, we may want to integrate over more general regions than
simply rectangular prisms. For any three-dimensional solidE we want to
integrate over, we could try to project that solid to the xy-plane to obtain
some planar region D.
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If we can represent E as the set of (x, y, z)-points where for each given
point (x, y) ∈ D the possible z-values for (x, y, z) ∈ E lying over (x, y) ∈ D
are given by functions of X and y, such as

E = {(x, y, z) | (x, y) ∈ D, u1(x, y) ≤ z ≤ u2(x, y)} ,

then we will say E is a type I solid and write
˚

E

f(x, y, z) dV =

¨

D

(ˆ u2(x,y)

u1(x,y)

f(x, y, z) dz

)
dA

Notice that after evaluating the inner integral,
ˆ u2(x,y)

u1(x,y)

f(x, y, z) dz

the z’s will integrate out (they will be replaced by u1(x, y) and u2(x, y)
after finding the antiderivative of f(x, y, z) with respect to z), and the
remaining integration is an integral in two variables.

Example 4.10.
Integrate the function f(x, y, z) = z over the region

E =
{

(x, y, z) | −
√

2 ≤ x ≤
√

2, 0 ≤ y ≤
√

2, 0 ≤ z ≤
√

4− x2 − y2
}

First let’s figure out what our domain of integration is. Our z-values
are bounded below by 0 and above by

√
4− x2 − y2, where our x-

values are between −
√

2 and
√

2, and the y-values are between 0
and
√

2. Notice that z =
√

4− x2 − y2 is the top-half of a sphere of
radius 2:

z =
√

4− x2 − y2

=⇒ z2 = 4− x2 − y2

=⇒ x2 + y2 + z2 = 4

The last line is the equation of radius 2 centered at the origin. So, the
solid we are integrating over looks like
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To integrate z over this region we have
˚

E

z dV =

¨

D

(ˆ √4−x2−y2

0

z dz

)
dA

=

¨

D

z2

2

∣∣∣∣
√

4−x2−y2

0

 dA

=
1

2

¨

D

(
4− x2 − y2

)
dA.
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We now write this double integral as an iterated integral:

=
1

2

ˆ √2

0

ˆ √2

−
√

2

(
4− x2 − y2

)
dx dy

=
1

2

ˆ √2

0

(
4x− x3

3
− xy2

)∣∣∣∣
√

2

−
√

2

dy

=
1

2

ˆ √2

0

(
4
√

2− 23/2

3
−
√

2y2 −
(
−4
√

2 +
23/2

3
+
√

2y2

))
dy

=
1

2

ˆ √2

0

(
8
√

2− 25/2

3
− 2
√

2y2

)
dy

=
1

2

(
8
√

2y − 25/2y

3
− 2
√

2y3

3

)∣∣∣∣
√

2

0

=
1

2

(
16− 26/2

3
− 2 · 21/2 · 23/2

3

)
=

1

2

(
16− 8

3
− 8

3

)
= 8− 4

3
− 4

3

=
16

3

The planar regionD we have might be more complicated than simply
a rectangle. For example, in our problem above, if the region we were
integrating over was instead

E =
{

(x, y, z)
∣∣ −√2 ≤ x ≤

√
2, −x ≤ y ≤ x2, 0 ≤ z ≤

√
4− x2 − y2

}
then the region D that appeared in our double integral would instead be

D =
{

(x, y)
∣∣ −√2 ≤ x ≤

√
2,−x ≤ y ≤ x2

}
.

This would change our final answer in the problem because the step that
involved the integral

1

2

¨

D

(4− x2 − y2) dA
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above would be the (slightly) more complicated iterated integral

1

2

ˆ √2

−
√

2

ˆ x2

−x
(4− x2 − y2) dy dx.

Normally when computing a triple integral we will avoid writing the
step that involves

¨

D

(ˆ u2(x,y)

u1(x,y)

f(x, y, z) dz

)
dA

and just immediately write down the triple iterated integral, such as
˚

E

z dV =

ˆ √2

−2

ˆ x2

−x

ˆ √4−x2−y2

0

z dz dy dx.

Notice that in doing this, the order of integration is sometimes dictated by
the “shape” of the region we are integrating over. In particular, in order
to insure that we have a number at the end, we need that the outermost
integral has bounds which are individual values; the middle integral may
have bounds which are functions of the variable in the outermost integral;
and the inner-most integral may have bounds which depend on both of
the other variables. These various possibilities basically correspond to the
regions we are defining type I (above), type II and type III (below).

We say that a solid is type II if it has the form

E =
{

(x, y, z)
∣∣ (y, z) ∈ D, v1(y, z) ≤ x ≤ v2(y, z)

}
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In general we would integrate over a type II region using
˚

E

f(x, y, z) dV =

¨

D

(ˆ v2(y,z)

v1(y,z)

f(x, y, z) dx

)
dA.

When computing the double integral over D, this may become either
ˆ y1

y0

ˆ g2(y)

g1(y)

ˆ v2(y,z)

v1(y,z)

f(x, y, z) dx dz dy or
ˆ z1

z0

ˆ h2(z)

h1(z)

ˆ v2(y,z)

v1(y,z)

f(x, y, z) dx dy dz.

A type III solid is of the form

E =
{

(x, y, z)
∣∣ (x, z) ∈ D, u1(x, z) ≤ y ≤ u2(x, z)

}
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The general format for integrating over such a region is
˚

E

f(x, y, z) dV =

¨

D

(ˆ w2(x,z)

w1(x,z)

f(x, y, z) dy

)
dA

which may then become
ˆ x1

x0

ˆ g2(x)

g1(x)

ˆ w2(x,z)

w1(x,z)

f(x, y, z) dy dz dx or
ˆ z1

z0

ˆ h2(z)

h1(z)

ˆ w2(x,z)

w1(x,z)

f(x, y, z) dy dx dz.

We’ll end our discussion of triple integrals in Cartesian coordinates by
working through one example of integrating over a type III region.

Example 4.11.
Integrate the function

f(x, y, z) = x2 sin(y)

over the solid

E =
{

(x, y, z)
∣∣ 0 ≤ x ≤

√
π, 0 ≤ z ≤ x, 0 ≤ y ≤ xz

}
.
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Since xhas definitive bounds, but the other variables have bounds
which are functions of x, we must integrate with respect to x last (the
outer-most integral). As the bounds for z do not depend on y, we may
put the z integral in the middle; and since the bounds for y depend
on both x and z, we are forced to place the integral with respect to y
as the first (inner-most) integral. We then have

˚

E

x2 sin(y) dV =

ˆ √π
0

ˆ x

0

ˆ xz

0

x2 sin(y) dy dz dx

=

ˆ √π
0

ˆ x

0

(
−x2 cos(y)

)∣∣∣∣xz
0

dz dx

=

ˆ √π
0

ˆ x

0

(
−x2 cos(xz) + x2 cos(0)

)
dz dx

=

ˆ √π
0

ˆ x

0

(
x2 − x2 cos(xz)

)
dz dx

=

ˆ √π
0

(
x2z − x sin(xz)

)∣∣∣∣x
0

dx

=

ˆ √π
0

(
x3 − x sin(x2)

)
dx

=

ˆ √π
0

x3 dx−
ˆ √π

0

x sin(x2) dx

The first term if of course simply x
4

4

∣∣∣∣
√
π

0

=
π2

4
. For the second integral

we can perform the substitution u = x2, du = 2x dx and the integral
becomes

1

2

ˆ π

0

sin(u) du =
1

2
cos(u)

∣∣∣∣π
0

= 1

Thus our triple integral equals
˚

E

x2 sin(y) dV =
π2

4
− 1 =

π2 − 4

4
.
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4.6 Cylindrical and spherical coordinates
We have seen that when integrating a function of two variables, it is some-
times convenient to rewrite the problem in polar coordinates instead of
our familiar Cartesian coordinates. In this section we see the three-variable
version of this where we consider two other coordinate systems: cylindri-
cal coordinates and spherical coordinates.

Cylindrical coordinates
Cylindrical coordinates are simply polar coordinates in the xy-plane, to-
gether with a z telling us how far above or below the plane we are. That is,
in cylindrical coordinates every point in 3-space is represented as a triple
(r, θ, z) where r and θ play the same role they played in polar coordinates
in the plane, and z tells us how to move away from the xy-plane.

To go back and forth between cylindrical coordinates and Cartesian
coordinates, we just convert the given r and θ to x and y exactly as in
polar.

Cylindrical to Cartesian Cartesian to Cylindrical
x = r cos(θ) r =

√
x2 + y2

y = r sin(θ) θ = tan−1 (y/x)
z = z z = z

Now, if we want to integrate over a solidE in 3-space where the projection
of E to the xy-plane can be written as

D =
{

(x, y)
∣∣ (x, y, z) ∈ E for some z}
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which can be expressed in polar coordinates as
D =

{
(r, θ)

∣∣α ≤ θ ≤ β, h1(θ) ≤ r ≤ h2(θ)
}
,

and if the solid E can be written in Cartesian coordinates as
E =

{
(x, y, z)

∣∣ (x, y) ∈ D, u1(x, y) ≤ z ≤ u2(x, y)
}

then we have
˚

E

f(x, y, z) dV =

¨

D

(ˆ u2(x,y)

u1(x,y)

f(x, y, z) dz

)
dA

=

ˆ β

α

ˆ h2(θ)

h1(θ)

ˆ u2(r cos(θ),r sin(θ))

u1(r cos(θ),r sin(θ))

f(r cos(θ), r sin(θ), z)r dz dr dθ

Example 4.12.
Setup the iterated integral for integrating f(x, y, z) = x+ y + z over
the portion of the solid beneath the surface z =

√
4− x2 − y2 in the

first octant.

First notice that the region we are integrating over looks like the
figure above. Setting z = 0, the region D we consider contains (x, y)
points satisfying 0 = 4 − x2 − y2, or x2 + y2 = 4. That is, we have
a portion of the circle of radius 2 centered at the origin. However,
because we are explicitly only concerned with the first octant in this
problem, we only care about the portion of this circle inside the first
quadrant in the plane. In polar coordinates this region is represented
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as
D =

{
(r, θ)

∣∣ 0 ≤ r ≤ 2, 0 ≤ θ ≤ π/2
}
.

Thus our integral becomes
˚

E

f(x, y, z) dV =

ˆ π/2

0

ˆ 2

0

ˆ √4−r2

0

(r cos(θ) + r sin(θ) + z) r dz dr dθ.

Sometimes we may initially write an integral in terms of Cartesian co-
ordinates, but then wind up with a very difficult integral to calculate. For
example, consider the integral

ˆ 2

−2

ˆ √4−y2

−
√

4−y2

ˆ 2

√
x2+y2

xz dz dx dy.

If you try to immediately start integrating this function, you will realize
very quickly that the integration is going to be extremely tedious – do-
able, but not fun or easy. However, if we rewrite the integral in cylindrical
coordinates, it may become easier.

To see that in this particular case, let’s first notice that our function
f(x, y, z) = xz in cylindrical coordinates would become

f(r cos(θ), r sin(θ), z) = zr cos(θ).

Projecting our solid to the xy-plane would give us

D =
{

(x, y)
∣∣ − 2 ≤ y ≤ 2, −

√
4− y2 ≤ x ≤

√
4− y2

}
.

Notice this is simply a circle of radius 2 centered at the origin in the plane.
In polar coordinates this becomes

D =
{

(r, θ)
∣∣ 0 ≤ r ≤ 2, 0 ≤ θ ≤ 2π

}
.

This means our original integral becomes something much more tractable
if we rewrite it in cylindrical coordinates:
ˆ 2

−2

ˆ √4−y2

−
√

4−y2

ˆ 2

√
x2+y2

xz dz dx dy. =

ˆ 2π

0

ˆ 2

0

ˆ 2

r

zr cos(θ)r dz dr dθ.
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Notice this integral is not terribly difficult to compute:
ˆ 2π

0

ˆ 2

0

ˆ 2

r

zr cos(θ)r dz dr dθ =

ˆ 2π

0

ˆ 2

0

ˆ 2

r

r2z cos(θ) dz dr dθ

=

ˆ 2π

0

ˆ 2

0

r2z2 cos(θ)

2

∣∣∣∣2
r

dr dθ

=
1

2

ˆ 2π

0

ˆ 2

0

[
4r2 cos(θ)− r4 cos(θ)

]
dr dθ

=
1

2

ˆ 2π

0

[
4r3

3
cos(θ)− r5

5
cos(θ)

]∣∣∣∣2
0

dθ

=
32

15

ˆ 2π

0

cos(θ) dθ

= 0.

Example 4.13.
As a final example, let’s compute the volume of the following solid
in 3-space: the solid E will consist of the points (x, y, z) between the
paraboloid z = x2 + y2 and z = 4.

In cylindrical coordinates, notice the “shadow” D of the region we
are integrating over is a disc of radius 2, which is the polar rectangle
[0, 2]× [0, 2π]. The z-values begin at the paraboloid z = x2 + y2 and
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increase up to z = r. Since x = r cos(θ) and y = r sin(θ), though, we
may express the parabolid in cylindrical coordinates as z = r2.

Thus we can now compute the volume of this solid as

Vol(E) =

˚

E

1 dV

=

ˆ 2

0

ˆ 2π

0

ˆ 4

r2
r dz dθ dr

=

ˆ 2

0

ˆ 2π

0

rz

∣∣∣∣4
r2
dθ dr

=

ˆ 2

0

ˆ 2π

0

(4r − r3) dθ dr

=

ˆ 2

0

2π(4r − r3) dr

= 2π

(
2r2 − r4

4

)∣∣∣∣2
0

= 2π (8− 4)

= 8π

Spherical coordinates
In spherical coordinates we specify a point in 3-space as a triple (ρ, θ, ϕ)
where

• ρ is the distance from the point to the origin;
• θ is the counterclockwise angle in the xy-plane measured from the

positive x-axis; and
• ϕ is the angle in the yz-plane measured from the positive z-axis to-

wards the positive y-axis.
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By convention we only consider ϕ between 0 and π.
Working through the trigonometry involved tells us that these ρ, θ,

and ϕ values in spherical coordinates are related to our usual Cartesian
coordinates by the following expressions:

x = ρ sin(ϕ) cos(θ),

y = ρ sin(ϕ) sin(θ), and
z = ρ cos(ϕ).

Notice that the basic object expressed in spherical coordinates as a
product of three intervals is a small “chunk” of a solid sphere, referred to
as a spherical wedge:

E =
{

(ρ, θ, ϕ)
∣∣ a ≤ ρ ≤ b, α ≤ θ ≤ β, c ≤ ϕ ≤ d

}
.
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In order to integrate over such a region, we split the wedge up into
smaller “sub-wedges,” pick a point in each of these sub-wedges, evalu-
ate the function at that point, and multiply by the volume of the wedge,
and add up all of the pieces. To integrate a function given in Cartesian
coordinates as f(x, y, z), this means we would have to consider limits of
Riemann sums of the following form:∑̀

i=1

m∑
j=1

n∑
k=1

f(ρ∗i sin(ϕ∗k) cos(θ∗j ), ρ
∗
i sin(ϕ∗k) sin(θ∗j ), ρ

∗
i cos(ϕ∗k))∆Vijk

where ∆Vijk is the volume of the ijk-th subwedge. We will approximate
this wedge by a rectangular prism of the same dimensions. (As our wedges
get smaller and smaller the error in this approximation will go to zero, so
everything will work out when we take limits.)

Some simple geometry will tell us the dimensions of our prism should
thus be ρi sin(ϕk)∆θj × ρi∆ϕk × ∆ρi. That is, the volume of our prism,
which approximates the volume of the wedge, is

∆Vijk ≈ ρi sin(ϕk)∆θjρi∆ϕk∆ρi

= ρ2
i sin(ϕk)∆ρ∆θ∆ϕ.

Putting all of this together, this means the integral of a Cartesian function
f(x, y, z) over a spherical wedge can be written in spherical coordinates
as a limit of of the following Riemann sums:
#P∑
i=1

#Q∑
j=1

#R∑
k=1

f(ρ∗i sin(ϕ∗k) cos(θ∗j ), ρ
∗
i sin(ϕ∗k) sin(θ∗j ), ρ

∗
i cos(ϕ∗k))(ρ

∗
i )

2 sin(ϕ∗k)∆ρi∆θj∆ϕk.

Taking the limits, the integral over becomes
˚

E

f(x, y, z) dV =

ˆ d

c

ˆ β

α

ˆ b

a

f(ρ sin(ϕ) cos(θ), ρ sin(ϕ) sin(θ), ρ cos(ϕ))ρ2 sin(ϕ)dρdθdϕ.

While this integral looks atrocious at first glance, in some problems many
of the “ugly” expressions that appear above greatly simplify using some
trig identities.

Example 4.14.
Integrate the function f(x, y, z) = (x2 + y2 + z2)

2 over the sphere of
radius 5 centered at the origin.

Let’s notice that this sphere is in fact a spherical wedge. The radii
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ρ range from 0 to 5; the angles θ range from 0 to 2π; and the angles
ϕ range from 0 to π.

Our function actually simplifies quite a lot in spherical coordi-
nates after just a little bit of work:(

x2 + y2 + z2
)2

=
(
ρ2 sin2(ϕ) cos2(θ) + ρ2 sin2(ϕ) sin2(θ) + ρ2 cos2(ϕ)

)2

=
(
ρ2 sin2(ϕ)(cos2(θ) + sin2(θ)) + ρ2 cos2(ϕ)

)2

=
(
ρ2(sin2(ϕ) + cos2(ϕ)

)2

=ρ4

Our integral is thus
˚

B

f(x, y, z) dV =

ˆ π

0

ˆ 2π

0

ˆ 5

0

ρ4ρ2 sin(ϕ)dρdθdϕ

=

ˆ π

0

ˆ 2π

0

ˆ 5

0

ρ6 sin(ϕ)dρdθdϕ

=

ˆ π

0

ˆ 2π

0

sin(ϕ)
ρ7

7

∣∣∣∣5
0

dθdϕ

=

ˆ π

0

ˆ 2π

0

57

7
sin(ϕ) dθdϕ

=
57

7

ˆ π

0

sin(ϕ)θ

∣∣∣∣2π
0

dϕ

=
57

7
2π

ˆ π

0

sin(ϕ)dϕ

=
57

7
2π

(
− cos(ϕ)

∣∣∣∣π
0

)
=

57

7
2π · (1 + 1)

=
4π57

7

As one final example, let’s compute the volume of a certain three-
dimensional solid using spherical coordinates.
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Example 4.15.
Compute the volume of the solid pictured below which is given by
the cone the region in 3-space above the z =

√
x2 + y2 for 0 ≤ z ≤ 1/2,

but below the sphere of radius 1/2 for 1/2 ≤ z ≤ 1.

To get the volume we will want to integrate the constant function
1 over this solid. Notice that if we project this region down to the
xy-plane we would see a circle. This tells us that the θ values range
from 0 to 2π. By considering a vertical cross-section of this object
(i.e., intersecting with the yz-plane), and performing a little bit of
trigonometry, we can see that the angles ϕ range from 0 (top of the
solid) to π/4, along the outside cone of the solid.

So, the only remaining question is what is the range of ρ? Again,
consider the vertical cross section (intersection with the yz-plane),
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we see that ρ starts at 0 (the origin is a point in our solid) and extends
up until it hits some point on the sphere, which we may interpret as
a function of ϕ.

Since the top of our solid is given by the top hemisphere of the
sphere of radius 1/2 centered at (0, 0, 1/2), we can easily write down
the Cartesian equation for this sphere:

x2 + y2 + (z − 1/2)2 = 1/4.

Converting this to spherical coordinates we have the following:

ρ2 sin2(ϕ) cos2(θ) + ρ2 sin2(ϕ) sin2(θ) + (ρ cos(ϕ)− 1/2)2 = 1/4

=⇒ ρ2 sin2(ϕ) + ρ2 cos2(ϕ)− ρ cos(ϕ) + 1/4 = 1/4

=⇒ ρ2 − ρ cos(ϕ) = 0

=⇒ ρ2 = ρ cos(ϕ)

=⇒ ρ = cos(ϕ).

Thus ρ ranges from 0 to cos(ϕ).
We can now write down our integral and compute the volume of

the solid.
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Vol(E) =

˚

E

1 dV

=

ˆ 2π

0

ˆ π/4

0

ˆ cos(ϕ)

0

ρ2 sin(ϕ)dρ dϕ dθ

=

ˆ π/4

0

ˆ cos(ϕ)

0

ρ2 sin(ϕ)dρdϕ ·
ˆ 2π

0

dθ

= 2π

ˆ π/4

0

sin(ϕ)

ˆ cos(ϕ)

0

ρ2dρdϕ

= 2π

ˆ π/4

0

·ρ
3

3

∣∣∣∣cos(ϕ)

0

dϕ

=
2π

3

ˆ π/4

0

cos3(ϕ) sin(ϕ) dϕ

Now we can perform the substitution u = cos(ϕ), du = − sin(ϕ)dϕ
and the integral becomes

−2π

3

ˆ √2/2

1

u3 du =
2π

3

ˆ 1

√
2/2

u3 du

=
2π

3
· u

4

4

∣∣∣∣1√
2/2

=
π

6

(
1− 4

16

)
− π

6
· 3

4

=
π

8

4.7 Change of variables
With polar coordinates for integrals in two variables, and cylindrical and
spherical coordinates for integrals in three variables, we saw that the in-
tegral necessarily contained some “extra” factors: integrals in polar and
cylindrical coordinates contained an factor of r, while integrals in spher-
ical coordinates contained an extra ρ2 sin(ϕ).
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In this section we will introduce the higher-dimensional equivalent of
u-substitution and see that the extra factors of r and ρ2 sin(ϕ) essentially
arise as the “du” when a certain substitution is performed for integrals in
two or three variables.

We will taking a few “baby steps” towards the general change of vari-
ables principle by first reviewing u-substition in one variable when the u
is linear to concretely understand why we need to change th bounds on a
definite integral when performing u-substitution and why the du that ap-
pears requires we divide the integral by the constant that appears in the
substitution. We will then generalize this to understand linear changes of
coordinates in multiple variables, and finally generalize to the non-linear
situation.

Linear changes of coordinates in one variable
Suppose we wished to integrate a function in one variable of the following
form: ˆ b

a

f(kx) dx

where k is any constant. For example, perhaps we wish to integrate ´ π/4
0

sin(2x) dx.
We can simplify our problem by performing a substitution to turn kx into
a single variable, which we usually call u. The substitution u = kx will
take f(kx) and turn it into f(u). However, we can not simply write our
integral as ´ b

a
f(u) du. The reason why is often glossed over in a first or

second semester calculus class, but let’s take a minute to try to understand
what’s happening.

In Figure 4.6 below, we have the shaded area which would be com-
puted by ´ π/4

0
sin(2x) dx.

Now we wish to perform the substitution u = 2x. If we were to simply
naively replace 2x in the integral with u and dx with du, but not make
any other changes, the area we would calculate would correspond to the
shaded region in Figure 4.7.

It’s clear from the picture this is not the same as the area in Figure 4.6.
The reason is that we have introduced new coordinates (the u) which
play a different role from our original coordinates (the x). In particular,
we need to measure u’s differently from the way we measure x’s. Since
u is twice the value of x, the x-interval [0, π/4] is only half as large as it
needs to be. That is, when performing calculations in the u-coordinates
we have introduced, we need to stretch our x-coordinates out by a factor
of two, since each unit of u is two units of x. That is, we need to extend
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Figure 4.6: The area corresponding to ´ π/4
0

sin(2x) dx.

Figure 4.7: The area corresponding to ´ π/4
0

sin(u) du.

our interval to [0, π/2]. Making this change to our integral, we would be
computing the area of the shaded region in Figure 4.8.

Now notice the area shown in Figure 4.8 is not what we want: it’s way
too large. If we want our substitution to preserve area (which we def-
initely do want if we want substitution to be useful for calculating inte-
grals), then we need to somehow fix the fact our current area calcula-
tion is too large. The issue here is that we stretched our region out in the
horizontal direction by a factor of two, while the vertical direction didn’t
change. It’s not too hard to see that this will cause our area to be twice
as large as it should be. (For instance, imagine approximating the orig-
inal region as a Riemann sum by adding up areas of rectangles. If we
make every rectangle twice as wide, but don’t modify the height, then
each rectangle will now have twice the area, so our approximation to the
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Figure 4.8: The area corresponding to ´ π/2
0

sin(u) du.

area grows by a factor of two. Since this happens for every Riemann sum,
that will mean the limit – our integral – also increases by a factor of two.)
Since we stretched horizontally by a factor of two and doubled the area,
we will compensate by scaling vertically by one half, and this will correct
our area calculation. That is, the correct substitution for ´ π/4

0
sin(2x) dx is

1
2

´ π/2
0

sin(u) du, which is pictured in Figure 4.9

Figure 4.9: The area corresponding to 1
2

´ π/2
0

sin(u) du.
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To be slightly more general, if T (x) = kx is a linear function of one
variable, then mimicking the discussion above will tell us that the proper
substitution for ´ b

a
f(T (x)) dx is 1

det(T )

´ T (b)

T (a)
f(u) du. Let’s notice, though,

that u is really T−1(x), and so we may rewrite this integral in terms of x
as 1

det(T )

´ T (b)

T (a)
f(T−1(x)) dx.

Being explicit, since T (x) = kx, this is 1
k

´ kb
ka
f( 1

k
x) du. For instance, in

our example above we had T (x) = 2x and f(x) = sin(2x). This tells us
that ˆ π/4

0

sin(2x) dx =
1

2

ˆ π/2

0

sin(
1

2
2x) dx.

This is exactly our u-substitution above, just written in terms of x instead
of u.

We are writing the expression above in terms of T (a), T (b), and 1
det(T )

to see how the expression will generalize to higher dimensions.

Linear change of coordinates in several variables

Suppose now that we have a double integral over a regionD ⊆ R2,
¨

D

f(x, y) dA.

What is the two-dimensional equivalent of the (linear) substitution de-
scribed above? Since we are in two dimensions, notice that “linear” means
more than simply “multiply x by a constant.” In particular, we have two
variables, so we can multiply each one by constants – and these need not
be the same constant. We could also add a multiple of one variable to the
other. That is, our transformation T (x, y) could give us back the coordi-
nates (ax+by, cx+dy). Interpreting (x, y) as a column vector,

(
x
y

)
, notice

that this result is the same as if were were to perform a matrix multipli-
cation: (

a b
c d

)(
x
y

)
=

(
ax+ by
cx+ dy

)
.

That is, the “linear” T here is a linear transformation, as was described
in Section 1.4. Just as applying a one-variable linear transformation in
the previous subsection made the size of our region change (e.g., [0, π/4]
was mapped to [0, π/2] which was twice as large), applying a two-variable
linear transformation (aka, multiplying by a 2× 2 matrix) will make the
area of the region change. As we had seen before, the way the area of
a region in the plane changes when a linear transformation is applied is
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that the area scales by the determinant of the matrix,

det

(
a b
c d

)
= ad− bc.

This tells us that the two-variable case, the “correct” substitution is given
by ¨

D

f(x, y) dA =
1

det(T )

¨

T (D)

f(T−1(x, y)) dA.

Where T (D) refers to the “image” ofD under the transformation T . That
is, if we applied T to every single point ofD, the collection of all outputs is
the region we are integrating over on the right-hand side. The T−1(x, y) is
the inverse of T applied to (x, y). That is, T−1(x, y) is the point (u, v) such
that T (u, v) = (x, y). In terms of 2 × 2 matrices, the inverse of the matrix
determined by

(
a c
b d

)
is

(
d

ad−bc
−b

ad−bc
−c

ad−bc
a

ad−bc

)
.

Even in this linear case writing down the exact details of the integral
can be tricky, but we will consider one very simple example. Suppose
the function we wish to integrate is f(x, y) = 3x sin(2y) over the rectan-
gle D = [0, 1] × [0, π/4]. To compare to our integral after performing the
substitution, let’s go ahead and notice the value of this integral is simply

ˆ π/4

0

ˆ 1

0

3x sin(2y) dx dy =

ˆ π/4

0

sin(2y) dy

ˆ 1

0

3x dx =
1

2
· 3

2
=

3

4

Now let’s apply the transformation that corresponds to the matrix(
3 0
0 2

)
.

Notice the determinant of this matrix is 6. Using the formula above, the
inverse of our transformation is given by the matrix(

2
6

0
0 3

6

)
=

(
1
3

0
0 1

2

)
.

Observe that whereas our original transformation stretched the x by 3
and the y by 2, the inverse contracts the x by 1

3
and the y by 1

2
. This makes
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intuitive sense as the inverse T−1 is supposed to “undo” the operation of
T .

As our transformation T simply stretches horizontally by a factor of
3 and vertically by a factor of 2, the image of our original rectangle D =
[0, 1]× [0, π/4] is T (D) = [0, 3]× [0, π/2]. Thus our transformed integral is

1

6

ˆ π/2

0

ˆ 3

0

f(T−1(x, y)) dx dy =
1

6

ˆ π/2

0

ˆ 3

0

f(
1

3
x,

1

2
y) dx dy

=
1

6

ˆ π/2

0

ˆ 3

0

3
1

3
x sin(2

1

2
y) dx dy

=
1

6

ˆ π/2

0

ˆ 3

0

x sin(y) dx dy

=
1

6

ˆ π/2

0

sin(y) dy

ˆ 3

0

x dx

=
1

6
· 1 · 9

2

=
9

12

=
3

4
.

You might notice that in this case we’re essentially applying two substi-
tutions simultaneously: we are effectively performing the substitution
u = 3x and also the substitution v = 2y. In fact, writing down the it-
erated integrals of the original double integral, you see these two substi-
tutions can be applied, and the u-substitution would make us multiply
our integral by 1

3
while the v-substitution would have us multiply by 1

2
.

Performing both of these together, we ultimately multiply our matrix by
1
3
· 1

2
= 1

6
, which is the 1

det(T )
that appeared in our integral.

The example above was particularly simple because we were integrat-
ing over a rectangle and our linear transformation took our rectangle to
another rectangle. This need not always happen: linear transformations
can also rotate and shear regions, so rectangles don’t have to map to rect-
angles.

A similar formula holds in higher dimensions. In three dimensions,
for example, we have˚

E

f(x, y, z) dV =
1

det(T )

˚

T (E)

f(T−1(x, y, z)) dV.

where T is a linear transformation from R3 to R3 (aka a 3× 3 matrix).
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Even though we haven’t really dealt with integrals in more than three
variables, the pattern continues to any number of dimensions.

Non-linear changes of coordinates in one variable
Earlier we considered a u-substitution which was particularly simple: u =
kx, and so everyx-value was multiplied by the same constant k. Of course,
u-substitutions can be more complicated than this. In general, we may
wish to perform the substitution u = g(x) to rewrite the integral

ˆ b

a

f(g(x)) dx

as something simpler. Just as with a linear change of coordinates, we
can’t simply write ´ b

a
f(u) du, since the bounds of our integral will typi-

cally change, and the size of our inputs to the function will change as well.
It’s pretty easy to correct the inputs: the x-coordinate a corresponds to the
u-coordinate g(a), and similarly for b. So we expect the bounds on the new
integral to be from g(a) to g(b). The integral ´ g(b)

g(a)
f(u) du is still not quite

what we want: the inputs to our function could scale to get larger which
will change the area of our regions, and we’ll need to compensate by con-
tracting the outputs. How should we do this, though, since the different
x-values may scale by different amounts? The key is to use the derivative
to approximate the change on small scales. The derivative g′(x0) tells us
the rate of change of g(x) at the point x0. That is, it tells us how quickly
the outputs of the function change as the inputs are changing. The out-
puts of g(x) correspond to the inputs to f(u), since f(u) really means the
composition f(g(x)). That is, at each point x0 the inputs to f will scale by
g′(x0), so we should divide the output by g′(x0) to compensate. This value
changes from point to point, though; it’s not a constant, so we can’t pull
it out of the integral. But this tells us the change of coordinates u = g(x)
turns the integral ˆ b

a

f(g(x)) dx

into ˆ g(b)

g(a)

f(g−1(x))
1

g′(g−1(x))
dx.

Notice this really is your usual u-substitution rule, just written down dif-
ferently. Normally you’d write u = g(x), du = g′(x)dx, but these may be
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rewritten as x = g−1(u) and dx = 1
g′(x)

du = 1
g′(g−1(u))

du. This tells us
ˆ g(b)

g(a)

f(u)du =

ˆ g(b)

g(a)

f(g−1(u))
1

g′(g−1(u))
du =

ˆ g(b)

g(a)

f(g−1(x))
1

g′(g−1(x))
dx.

where the last step follows by simply replacing the “dummy variable” u
with x.

As an example, consider ´ √e
1

2x ln(x2) dx. Performing the “standard”
u-substitution tricks from a first or second semester calculus course, you
would say u = x2, du = 2x dx and write the integral as

ˆ e

1

ln(u) du =
1

u

∣∣∣∣e
1

=
1

e
− 1.

To compare this to the new way we have described substitution, we need
to interpret 2x ln(x2) as f(g(x)) where g(x) = x2. This means our f(x) is
f(x) = 2

√
x ln(x). Notice g′(x) = 2x and g−1(x) =

√
x. Using our formula

above, ˆ g(b)

g(a)

f(g−1(x))
1

g′(g−1(x))
dx

we have ˆ e

1

f(
√
x)

1

2
√
x
dx =

ˆ e

1

2
√
x ln(x) · 1

2
√
x
dx

=

ˆ e

1

ln(x) dx

=
1

x

∣∣∣∣e
1

=
1

e
− 1

Non-linear changes of coordinates in several variables
To carry about the above discussion for functions of several variables, we
need to understand how a general (not necessarily linear!) transformation
of several variables distorts areas in two dimensions and volumes in three
dimensions. To do this will require a little bit of setup before we can see
how our integrals are modified.

In general, a transformation that takes points in the plane to other
points in the plane (equivalently, two-dimensional vectors are transformed
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to other two-dimension vectors) may be written as Φ(x, y) = (u(x, y), v(x, y)),
or in vector form

Φ

(
x
y

)
=

(
u(x, y)
v(x, y)

)
.

That is, the function u takes two variables (x and y) as inputs and outputs
a single real number which will play the role of the x-coordinate of our
new vector, and similarly v takes two variables as inputs and gives a single
real number as an output which will be our y-coordinate. In principle
these functions can be completely arbitrary: they don’t necessarily have to
be linear, or continuous, or differentiable, or have any other nice property
we like. Understanding general functions is actually much more difficult
than understanding functions with “nice” properties though, and so we
will always suppose that the components of Φ are C1-functions, meaning
they have continuous first-order partial derivatives with respect to every
variable. That is, ∂u

∂x
, ∂u
∂y

, ∂v
∂x

, and ∂v
∂y

all exist and are continuous. As a
consequence, the function Φ is differentiable and we can consider its total
derivativeDΦ. Since Φ has two-dimensional inputs and two-dimensional
outputs, its total derivative at every point will be a 2 × 2 matrix and the
terms of this matrix are precisely the partial derivatives listed above:

DΦ =

(∂u
∂x

∂u
∂y

∂v
∂x

∂v
∂y

)
This matrix is sometimes also called the Jacobian (matrix) of Φ.

Recall from Section 3.5 that the total derivative of a function at a point
is the linear transformation “best” linear approximation to the function at
that point. Thus to understand how Φ changes areas, we should approx-
imate Φ by DΦ near each point and consider how DΦ changes areas. As
DΦ is linear, though, we know how DΦ changes area: the areas scale by
the determinant det(DΦ). This number, det(DΦ) is sometimes also called
the Jacobian (determinant) of Φ.

Remark.
The language is a little bit confusing because sometimes people will
simply say “Jacobian” without specifying if they mean the matrix or
its determinant. Often if the word “Jacobian” is used without any
other quantifiers or context, it will mean the Jacobian determinant.
This is sometimes denoted Jac(Φ) or

∣∣∣∂(u,v)
∂(x,y)

∣∣∣.
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Example 4.16.
Compute the total derivative (Jacobian matrix) of the following func-
tion at the point (3, 2) and compute its Jacobian determinant:

Φ(x, y) = (
x3

3
− y3 − y, x+

y3

3
).

In this example we have u(x, y) = x3

3
− y3 − y and v(x, y) = x + y3

3
.

We first compute the partial derivatives of our functions:

ux(x, y) = x2 uy(x, y) = −3y2 − 1

vx(x, y) = 1 vy(x, y) = y2

Evaluating these functions at (3, 2) gives us

ux(3, 2) = 9 uy(3, 2) = −13

vx(3, 2) = 1 vy(3, 2) = 4

Thus our Jacobian matrix is (
9 −13
1 4

)
and the Jacobian determinant is

det

(
9 −13
1 4

)
= 9 · 4− 3 · (−13) = 36 + 13 = 49.

What the Jacobian determinant of 75 from Example 4.16 tells us is that
if Φ was used as a linear a change of coordinates, then near the point (3, 2)
the map Φ will scale areas by a factor of about 75. (The exact value will
depend on the exact point under consideration, but since the Jacobian
determinant will be a continuous function of (x, y), points near (3, 2) will
result in determinants near 75.)

In terms of integrals, this means if we apply a function Φ to transform
a regionD ⊆ R2 to Φ(D), at each point we need to divide out the Jacobian
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determinant to compensate for the change in areas. That is,¨

D

f(x, y) dA =

¨

Φ(D)

f(Φ−1(x, y))
1

det(DΦ(Φ−1(x, y)))
dA.

Before doing any examples, let’s try to simplify the notation above a
little bit. Many texts will avoid the derivations above and jump to the
“simpler” formula we are about to describe, but we wanted to describe
where everything was coming from before first. The first observation is
that the expression

1

det(DΦ(Φ−1(x, y)))

is really the determinant of DΦ−1(x, y). (It’s easy, albeit tedious, to verify
this for 2 × 2 matrices, and the general result follows easily from basic
linear algebra.) This turns our integral above into¨

D

f(x, y) dA =

¨

Φ(D)

f(Φ−1(x, y)) det(DΦ−1(x, y)) dA.

The next observation is that if we apply Φ−1 instead of Φ, the roles of Φ
and Φ−1 in the above swap and we have¨

D

f(x, y) dA =

¨

Φ−1(D)

f(Φ(x, y)) det(DΦ(x, y)) dA.

Now recall that the choice of variables x and y, or α and β, or r and θ is im-
material. For this reason, people sometimes write the right-hand integral
with variables u and v, and interpret Φ as mapping from the (u, v)-plane
to the (x, y)-plane, and the integral becomes¨

D

f(x, y) dA =

¨

Φ−1(D)

f(Φ(u, v)) det(DΦ(u, v)) dA.

Replacing D by Φ(D) we have¨

Φ(D)

f(x, y) dA =

¨

D

f(Φ(u, v)) det(DΦ(u, v)) dA.

That is, we think of Φ as taking (u, v)-coordinates and converting them
to (x, y)-coordinates. The determinant det(DΦ(u, v)) is then sometimes
denoted ∣∣∣∣∂(x, y)

∂(u, v)

∣∣∣∣
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and the integral written
¨

Φ(D)

f(x, y) dA =

¨

D

f(Φ(u, v))

∣∣∣∣∂(x, y)

∂(u, v)

∣∣∣∣ dA.

Remark.
Though it’s sometimes confusing, it’s not uncommon to reverse the
roles of (x, y) and (u, v) in a problem and write the integral above as

¨

Φ(D)

f(u, v) dA =

¨

D

f(Φ(x, y))

∣∣∣∣∂(u, v)

∂(x, y)

∣∣∣∣ dA.
These changes really don’t matter for the mathematics: the distinc-
tions are more psychological. It probably sounds strange the first
time you learn this material, but it can sometimes be easier to think
of a problem in one of the several different ways we’ve described the
integral above than it is to think of one of the other integrals. Though
the actual math is all the same, it can sometimes be easier to wrap
your head around one of these various representations for a given
problem.

Example 4.17.
Suppose we have a mapping Φ from the (u, v)-plane to the (x, y)-
plane given by Φ(u, v) = (u cos(v), u sin(v)). That is, x = u cos(v) and
y = u sin(v). For a function f(x, y) specified in (x, y)-coordinates,
notice the function would become f(u cos(v), u sin(v)). The Jacobian
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would be ∣∣∣∣∂(x, y)

∂(u, v)

∣∣∣∣ = det

(
∂x
∂u

∂x
∂v

∂y
∂u

∂y
∂v

)
= det

(
∂
∂u
u cos(v) ∂

∂v
u cos(v)

∂
∂u
u sin(v) ∂

∂v
u sin(v)

)
= det

(
cos(v) −u sin(v)
sin(v) u cos(v)

)
= cos(v) · u cos(v)− sin(v) · (−u sin(v))

= u cos2(v) + u sin2(v)

= u

That is, the change of variables becomes
¨

Φ(D)

f(x, y) dA =

¨

D

f(u cos(v), u sin(v))u dA

If D happens to be a rectangle [a, b] × [α, β], notice the right-hand
side becomes

ˆ β

α

ˆ b

a

f(u cos(v), u sin(v))u du dv.

You may notice the example above looks strikingly similar to our for-
mula for integration in polar coordinates. It’s slightly tedious to work out
the details, but if D is a rectangle then Φ(D) (using the Φ in the exam-
ple above) will be polar rectangle. As mentioned many times the actual
names of our variables don’t matter so much, and so if we were to replace
u by r and v by θ, the change of variables formula from the example could
be rewritten as¨

Φ(D)

f(x, y) dA =

ˆ β

α

ˆ b

a

f(r cos(θ), r sin(θ))r dr dθ.

That is, we recover the formula for integrating a Cartesian function f(x, y)
over a polar rectangle D corresponding to [a, b] × [α, β] in polar coordi-
nates. Notice the r that appears is really the Jacobian determinant of the
function Φ that performs the polar-to-Cartesian conversion.
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Example 4.18.
SupposeD is the rectangle [0, 2]× [−2, 3] in the (u, v)-plane and con-
sider the change of coordinates given by Φ(u, v) = (u3, v + 2). Use
this to rewrite the integral

¨

Φ−1(D)

12u8v dA.

(This is an integral where the change of coordinates is probably
overkill as we could compute the integral without a change of coordi-
nates, but this will illustrate how the change of variable is used and
also emphasize how it’s similar to u-substitution in one variable.)

Notice the Jacobian for this problem would be∣∣∣∣∂(x, y)

∂(u, v)

∣∣∣∣ = det

(
3u2 0
0 1

)
= 3u2

Conveniently our integral has a factor of 3u2 present, so we may
write ¨

D

12u8v dA =

¨

D

4u6v · 3u2 dA.

Now notice that x = u3 and y = v+2, so the expression 4u6v in (x, y)-
coordinates is 4x2(y − 2). Thus the change of coordinates formula
tells us our integral can be written as

¨

D

4x2(y − 2) dA.

We now need to compute Φ(D). To do this, we simply apply Φ to
each point of D = [0, 2] × [−2, 3]. This gives us the rectangle D =
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[0, 8]× [0, 5] and our integral becomes
ˆ 5

0

ˆ 8

0

4x2(y − 2) dx dy =

ˆ 5

0

4x3

3
(y − 2)

∣∣∣∣8
0

dy

=

ˆ 5

0

2048

3
(y − 2) dy

=
2048

3

ˆ 5

0

(y − 2) dy

=
2048

3

(
y2

2
− 2y

)∣∣∣∣5
0

=
2048

3

(
25

2
− 10

)
=

2048

3
· 5

2

=
10240

6

=
5120

3
≈ 1706.6667

Just to verify this is the true value of the integral we started with,
we can compute

¨

D

12u8v dA =

ˆ 3

−2

ˆ 2

0

12u8v du dv

=

ˆ 3

−2

12v dv

ˆ 2

0

u8 du

= 6v2

∣∣∣∣3
−2

u9

9

∣∣∣∣2
0

= (54− 24) · 29

9

=
30 · 29

9

=
15360

9

=
5120

3
≈ 1706.6667
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The example above was just to illustrate the idea of using a change
of variables, but of course the main use is to take difficult problems and
make them easier. One way this occurs is if we have a complicated do-
main, we may be able to change coordinates to get a simpler one.

Example 4.19.
Find the area of the region in the satisfying 1 ≤ xy ≤ 2 and x2 ≤ y ≤
2x2.

We can compute this area without using any change of variables,
but it is exceedingly annoying. What we will do instead is find an ap-
propriate Φ which will map our region to something which is easier
to work with. The simplest possible thing we could hope for would
be a rectangle. In particular, if we were to take u = xy, notice the
inequalities 1 ≤ xy ≤ 2 would become 1 ≤ u ≤ 2. For the second
pair of inequalities, dividing by x2 would yield 1 ≤ y

x2
≤ 2, so let’s

take v = y
x2

so we will have 1 ≤ v ≤ 2.
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In order to apply our change of variables formula as written above,
though, we want Φ to convert (u, v) into (x, y). That is, we wish to
solve the system

u = xy

v =
y

x2

for x and y.
The second equation will let us write y = x2v, and then the first

equation becomes u = x3v from which we obtain x = (u/v)1/3. Plug-
ging this into y = x2v gives us

y =
(u
v

)2/3

v =
3

√
u2

v2

3
√
v3 =

3

√
u2v3

v2
=

3
√
u2v.

That is, our Φ is

Φ(u, v) = (u1/3v−1/3, u2/3v1/3).

The Jacobian of Φ is then

det

(
1
3
u−2/3v−1/3 −1

3
u1/3v−4/3

2
3
u−1/3v1/3 1

3
u2/3v−2/3

)
=

1

9
(u−2/3v−1/3u2/3v−2/3 + 2u−1/3v1/3u1/3v−4/3)

=
1

9

(
1

v
+

2

v

)
=

1

3v

If D is our original region in the xy-plane, and Φ−1(D) is its in-
verse image in the uv-plane, the change of coordinates principle tells
us ¨

D

1 dA =

¨

Φ−1(D)

1 · 1

3v
dA
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As we had noted above, though, Φ−1(D) = [1, 2] × [1, 2] and the in-
tegral becomes

ˆ 2

1

ˆ 2

1

1

3v
du dv =

1

3

ˆ 2

1

du ·
ˆ 2

1

1

v
dv

=
1

3
· ln |v|

∣∣∣∣2
1

=
1

3
(ln(2)− ln(1))

=
ln(2)

3

Above we have only considered changing coordinates for integrals in
two variables, but the change of coordinates formula works just as well in
three variables: If Φ : R3 → R3 is a differentiable transformation and E ⊆
R3 is a region in 3-space where f(Φ(u, v, w)) is defined and integrable,
then ˚

Φ(E)

f(x, y, z) dV =

˚

E

f(Φ(u, v, w))

∣∣∣∣ ∂(x, y, z)

∂(u, v, w)

∣∣∣∣ dV
where

∣∣∣ ∂(x,y,z)
∂(u,v,w)

∣∣∣ denotes the Jacobian of Φ, i.e., the determinant of the total
derivative DΦ. For functions of three variables, note the Jacobian matrix
is ∂x

∂u
∂x
∂v

∂x
∂w

∂y
∂u

∂y
∂v

∂y
∂w

∂z
∂u

∂z
∂v

∂z
∂w


The determinant of a 3 × 3 matrix was described in Section 1.4, and ap-
plying the formula there here, we would see∣∣∣∣ ∂(x, y, z)

∂(u, v, w)

∣∣∣∣
=
∂x

∂u

∂y

∂v

∂z

∂w
+
∂x

∂v

∂y

∂w

∂z

∂u
+
∂x

∂w

∂y

∂u

∂z

∂v
−

∂x

∂w

∂y

∂v

∂z

∂u
− ∂x

∂v

∂y

∂u

∂z

∂w
− ∂x

∂u

∂y

∂w

∂z

∂v

As one example of computing such a Jacobian, consider the following
change of coordinates:

Φ(u, v, w) = (u sin(w) cos(v), u sin(w) sin(v), u cos(w)).
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The Jacobian matrix would besin(w) cos(v) −u sin(w) sin(v) u cos(w) cos(v)
sin(w) sin(v) u sin(w) cos(v) u cos(w) sin(v)

cos(w) 0 −u sin(w)


The determinant is tedious to calculate, but the end result would be∣∣∣∣ ∂(x, y, z)

∂(u, v, w)

∣∣∣∣ = u2 sin(w).

As mentioned many times, the choice of variable names is largely ir-
relevant. If we replaced u by ρ, v by θ andw by ϕ, then our transformation
would become

Φ(ρ, θ, ϕ) = (ρ sin(ϕ) cos(θ), ρ sin(ϕ) sin(θ), ρ cos(ϕ)).

Notice the Jacobian determinant is then ρ2 sin(ϕ). That is, this is sim-
ply our spherical coordinates conversion and the ρ2 sin(ϕ) that appears
in spherical integrals is exactly the Jacobian from the change of coordi-
nates equation.



5Vector Calculus
Wahrlich es ist nicht das Wissen, sondern das
Lernen, nicht das Besitzen sondern das
Erwerben, nicht das Da-Seyn, sondern das
Hinkommen, was den grössten Genuss
gewährt.
Truly, it is not knowledge, but learning, not
possessing, but acquiring, not being-there,
but coming, which gives the greatest
enjoyment.

Carl Friedrich Gauss

5.1 Vector fields
Suppose that D is a subset of the plane. A vector field on D is a two-
dimensional vector-valued function ~F defined on D. That is, for each
point (x, y) in D we associate a two-dimensional vector ~F (x, y). Notice
this vector may change as the point changes. We visualize these vector
fields as a collection of vectors (arrows) in the plane with the tail of ~F (x, y)
being placed at the point (x, y) as in Figure 5.1.

Figure 5.1: The vector field ~F (x, y) = 1√
(x2y)2+(y−x)2

〈x2y, y − x〉.

304
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Since each vector ~F (x, y) has two components, the vector field is spec-
ified by two functions: one tells us the x-components of the vector, and
one tells us the y-components. If P (x, y) tells us the x-component of the
vector and Q(x, y) tells us the y-component, then we have

~F (x, y) = 〈P (x, y), Q(x, y)〉 .

For example, consider the vector field ~F (x, y) = 〈−y, x〉. Here the
component functions are P (x, y) = −y andQ(x, y) = x. Notice that when
we plug a given point (x, y) into this vector field, we get back the vector
〈−y, x〉. This vector field is picture in Figure 5.2 below.

Figure 5.2: The vector field ~F (x, y) = 〈−y, x〉.

We can similarly define a three-dimensional vector field as follows.
Given a subset E of 3-space, for each point (x, y, z) ∈ E we associate a
three-dimensional vector ~F (x, y, z). This vector is determined by three
functions, one telling us each of the components of the vectors.

~F (x, y, z) = 〈P (x, y, z), Q(x, y, z), R(x, y, z)〉 .

Vector fields appear naturally in many parts of mathematics and physics.
For example, the motion of particles in the plane can be specified with a
vector field where the vector at each point represents the velocity of a par-
ticle when it is at this particular point. Imagine, for example, a small float
placed into a river. The current of the river pushes the float around giv-
ing it some velocity at each point. If we could know what the velocity of
the float was at every single point in the river, that would give us a vector
field.
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As another example, Newton’s law of universal gravitation says that
any two particles (electrons, protons, neutrons, etc.) in the universe are
attracted to one another according to an inverse square law. The total
force obtained by adding together all forces attracting a particle to all of
the other particles in the universe gives us a vector field: one vector cor-
responding to gravitational force for every point in the universe.

Vector fields that arise in this way in physics are often given names
describing what the vectors represent. If the vectors represent velocities,
then the vector field is called a velocity field. If the vectors represent
forces, the vector field is a force field. If those forces are the gravitational
forces, the field is called a gravitational field. If the forces come from the
electromagnetic force of charged particles, the field is an electromagnetic
field, and so on.

If a vector field represents the velocity of a particle at a point (x, y) in
the plane (or (x, y, z) for a three-dimensional vector field), then the curve
traced out by a particle as it moves with the prescribed velocities is called a
flow line or integral curve. In the case of our vector field ~F (x, y) = 〈−y, x〉
above, the integral curves are circles.

To be more precise a flow line / integral curve of a vector field is a
parametric curve whose tangent vectors agree with the vectors given by
the vector field. That is, if ~F (x, y) = 〈P (x, y), Q(x, y)〉 is a vector field in
the plane, an integral curve of ~F is a parametric curve ~γ(t) = 〈x(t), y(t)〉
with the property that ~γ′(t) = ~F (γ(t)) for every t. Writing this out in
components, this simply means that for every t we have

x′(t) = P (x(t), y(t))

y′(t) = Q(x(t), y(t))

Determining a flow line to a given vector field essentially involves solv-
ing a system of differential equations. As differential equations is not a
prerequisite for this course, we will not be concerned with determining
the integral curves to a vector field in this course. However, we can easily
verify if a given parametric curve is an integral curve of a vector field or
not by simply computing its derivative and seeing if it agrees with what
is given by the vector field.

Example 5.1.
Is the curve~γ(t) = 〈et, t〉 an integral curve for the vector field ~F (x, y) =
〈x, 1〉?
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We need to verify that for each point on our curve the tangent
vector ~γ ′(t) equals the vector given by ~F at that point. Notice the
tangent vectors are ~γ ′(t) = 〈et, 1〉. Given a value t = t0, the cor-
responding point on the curve is (et0 , t0), and so the tangent vector
there is 〈et0 , 1〉. The corresponding vector from the vector field ~F is
~F (et0 , t0) = 〈et0 , 1〉. Since these vectors agree for our arbitrarily cho-
sen point on the curve, they agree for every point on the curve, and
so ~γ(t) is an integral curve of ~F .

The vector field and integral curve are plotted below. Notice that
the curve “follows” the vector field.

One particular important type of vector field comes from taking the
gradient of a function. Recall that given a function f(x, y), its gradient is
defined as

∇f(x, y) = 〈fx(x, y), fy(x, y)〉 .
This gives us a vector field because for every point (x0, y0) in the plane we
have an associated vector, namely∇f(x0, y0) = 〈fx(x0, y0), fy(x0, y0)〉.

For example, if f(x, y) = 3yex, then our gradient vector field is
∇f(x, y) = 〈3yex, 3ex〉 .

If a given vector field ~F is the gradient of a function (i.e., if there exists
a function f so that ~F = ∇f), then the vector field ~F is called conservative
and the function f whose gradient is f is called the potential function of
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Figure 5.3: The vector field 〈3yex, 3ex〉 is conservative with potential func-
tion 3yex.

the vector field. For example, the vector field 〈3yex, 3ex〉 above is conser-
vative with potential function 3yex.

One particularly important example of a conservative three-dimensional
vector field is the gravitational vector field. Newton’s law of gravitation
says that the gravitational force between two objects of masses m and M
which are distance r apart has magnitude mMG/r2 where G is a constant.

If we assume the larger of these two objects, with mass M , is placed
at the origin in 3-space and the smaller object of mass m is placed at po-
sition (x, y, z), notice the displacement vector from the smaller object to
the larger object is

−~x = 〈−x,−y,−z〉
and the distance between the objects is ‖~x‖. Thus by Newton the gravita-
tional force at this point is

mMG

‖~x‖2
· −~x
‖~x‖

.

Writing this out in components gives us the following vector field:

~F (x, y, z) =

〈
−mMGx

(x2 + y2 + z2)3/2
,

−mMGy

(x2 + y2 + z2)3/2
,

−mMGz

(x2 + y2 + z2)3/2
,

〉
We can easily check that the following function is the potential func-

tion of this vector field by computing its gradient:

f(x, y, z) =
mMG√

x2 + y2 + z2
.
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If you’ve taken some physics, you may recognize the function above as
the general formula for the gravitational potential energy between two
masses in 3-space. You may also recall that gravity is a conservative force,
meaning that work done against the force from one point to another does
not depend on the path between two points. Further more, in this situ-
ation the work done can be computed as the difference of the potential
function evaluated at the two points. As we will see, a similar statement
will hold for abstract conservative vector fields and their potential func-
tions.

One particularly important property of conservative vector fields is
that they are always orthogonal to the level curves of their potential func-
tion. For example, the vector field ~F (x, y) = 〈x, 1〉 is conservative with
potential function f(x, y) = x2

2
+ y, and the vector field with some level

curves is given in Figure 5.4.

Figure 5.4: The conservative vector field 〈x, 1〉 together with some of the
level curves of its potential function, x2/2 + y.

In general, this means that given any point (x, y), the vector coming
from the conservative vector field, ~F (x, y), is orthogonal to the tangent
vector of the integral curve through (x, y) at the point (x, y). In the case
of ~F (x, y) = 〈x, 1〉 with potential f(x, y) = x2/2 + y, we can verify this
directly. Notice the level curves of the potential are given by solutions
to x2/2 + y = c for constants c. Solving this for y gives us the parabola
y = c − x2/2 which we may parametrize as ~γ(t) = 〈t, c− t2/2〉. Notice
the tangent vectors to this curve are ~γ ′(t) = 〈1,−t〉. The t value here is
precisely the x-value at our point, so we may write these tangent vectors
as 〈1,−x〉. The corresponding vector from our vector field is 〈x, 1〉, and



CHAPTER 5. VECTOR CALCULUS 310

the dot product between these vectors is

〈1,−x〉 · 〈x, 1〉 = x− x = 0,

and so the vectors are orthogonal.

5.2 Line integrals

Intuition
The Riemann integral of a function f(x, y) over an interval [a, b] is defined
as a limit of Riemann sums where we cut the interval [a, b] up into n pieces
(let’s say the pieces are of equal size, ∆x) and pick a point x∗i in each piece,
add up the products f(x∗i )∆x, and then take a limit,

ˆ b

a

f(x) dx = lim
n→∞

n∑
i=1

f(x∗i )∆x.

Suppose we wanted to do something similar, but instead of integrating
over a subinterval of the real line, we decide to integrate over a curve.
That is, suppose C is some curve in the plane,

And suppose that f(x, y) is a function whose domain includes the curve
C. Let’s cut C up into a bunch of pieces C1, ..., Cn.
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Pick a point (x∗i , y
∗
i ) inside of the i-th piece of the curve.

Now evaluate the function at these points, f(x∗i , y
∗
i ), multiplying by the

arclength of the Ci piece of the curve – call this value ∆si – and add up
all of these terms:

n∑
i=1

f(x∗i , y
∗
i )∆si.

Taking the limit as n goes to infinity (really, as each Ci piece gets arbitrar-
ily short), we have the line integral of f over C:

ˆ
C

f(x, y)dx = lim
n→∞

n∑
i=1

f(x∗i , y
∗
i )∆si.
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Just to give this idea a geometric interpretation, suppose that f(x, y) ≥
0 for all points (x, y) on the curveC. We could then define curve in 3-space
by “lifting” the curve C to the surface z = f(x, y). If C is parametrized by
〈x(t), y(t)〉, then this curve in 3-space would be parametrized by 〈x(t), y(t), f(x(t), y(t))〉.
If we filled in all the space between this curve on the surface z = f(x, y)
and the curve in the plane we’d have a surface. (Imagine hanging a sheet
from the surface along the curve and letting that sheet hang down to the
xy-plane.) The line integral would represent the area of this surface.

We will see that line integrals have many applications and interpreta-
tions, so don’t get too hung up on this particular interpretation: it’s just a
quick way to help you see one possible application of line integrals.

Integration with respect to arclength
As is always the case with integration, the “limit of Riemann sums” defi-
nition makes some intuitive sense, but it is usually very difficult to make
calculations with this definition. To make life a little simpler, we’d like
to somehow relate these line integrals back to integrals we already know
how to calculate. To get started with this, let’s suppose the curve C we
are integrating over has a parametrization

~r(t) = 〈x(t), y(t)〉

for a ≤ t ≤ b. Then when we plug in points (x, y) on the curve C into
f(x, y), we can just use f(x(t), y(t)). Now recall that the length of the
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curve C is given by

`(C) =

ˆ b

a

√
x′(t)2 + y′(t)2 dt.

We can similarly define a function s(t) which gives the arclength of the
curve from its initial point (the point ~r(a) = 〈x(a), y(a)〉) to some other
point ~r(t). This is given by

s(t) =

ˆ a+t

a

√
x′(t)2 + y′(t)2 dt.

Notice by the fundamental theorem of calculus,

s′(t) =
√
x′(t)2 + y′(t)2,

and so we may write the differential ds as

ds = s′(t) dt

=
√
x′(t)2 + y′(t)2 dt

We can now use this to simplify our definition of the line integral:
ˆ
C

f(x, y)ds =

ˆ b

a

f(x(t), y(t))
√
x′(t)2 + y′(t)2 dt.

As an example, let’s calculate the value
ˆ
C

y3 ds

where C is the curve parametrized by ~r(t) = 〈t3, t〉 for 0 ≤ t ≤ 2.
ˆ
C

y3 ds =

ˆ 2

0

y(t)3
√
x′(t)2 + y′(t)2 dt

=

ˆ 2

0

t3
√

(3t2)2 + 1 dt

=

ˆ 2

0

t3
(
9t4 + 1

)1/2
dt

Now performing the substitution

u = 9t4 + 1

du = 36t3 dt



CHAPTER 5. VECTOR CALCULUS 314

The integral becomes
ˆ
C

y3ds =

ˆ 145

1

√
udu

36

=
2u3/2

108

∣∣∣∣145

1

=
1

54

(
1453/2 − 1

)
.

Writing a line integral as
ˆ
C

f(x, y) ds =

ˆ b

a

f(x(t), y(t))
√
x′(t)2 + y′(t)2 dt

only works if x′(t) and y′(t) are defined, but we may want to integrate over
curves where these values aren’t defined. (For example, consider a curve
with a sharp corner.) Recall that curves where the tangent vectors ~r ′(t)
is defined everywhere, and is never zero, are called smooth. The above
substitution for our line integral only applies if we integrate over a smooth
curve. We can integrate over curves that are not smooth as well, provided
we we can break the curve up into smooth pieces. Such a curve is called
piecewise smooth.

If we could break the curve into, say, n smooth pieces – say C1 through
Cn – then to integrate a function f(x, y) over the curve, we just integrate
over each piece and add these integrals together.

ˆ
C

f(x, y) ds =
n∑
i=1

ˆ
Ci

f(x, y) ds.
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Example 5.2.
Suppose that C is a curve which breaks into two pieces, C1 which is
parametrized by 〈t, t2〉 for 0 ≤ t ≤ 1; and C2 which is parametrized
by 〈1, t〉 for 1 ≤ t ≤ 2. And suppose that we want to integrate
f(x, y) = 2x over this curve.

ˆ
C

2x ds =

ˆ
C1

2x ds+

ˆ
C2

2x ds

=

ˆ 1

0

2t
√

1 + 4t2 dt+

ˆ 2

1

2
√

02 + 12 dt

=

ˆ 1

0

2t(1 + 4t2)1/2 dt+ 2

Using the substitution u = 1 + 4t2, du = 8t dt, this becomes
ˆ
C

2x ds =

ˆ 5

1

1

4
u1/2 du+ 2

=
1

4
· 2

3
u3/2

∣∣5
1

+ 2

=
1

6

(
53/2 − 1

)
+ 2

=
5
√

5 + 11

6
.

To give all of this a physical interpretation, suppose that C gives the
shape of a wire and ρ(x, y) is the density of the write at a point (x, y) on
C, then ´

C
ρ(x, y) ds is the mass of the wire.

Integration with respect to the other variables
In our original definition of the line integral, we defined

ˆ
C

f(x, y) ds = lim
‖P‖→0

#P∑
i=1

f(x∗i , y
∗
i ) ∆si

where ∆si denotes the arclength of a small piece of the curve. There
are times, however, where we will instead want to replace the ∆si’s with
something else, such as ∆xi or ∆yi. (This will become important when
we describe line integrals of vector fields later.)
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We define the line integral of f(x, y) over the curve C with respect to
x as the value

ˆ
C

f(x, y) dx = lim
‖P‖→0

#P∑
i=1

f(x∗i , y
∗
i )∆xi.

Assuming C is parametrized by ~r(t) = 〈x(t), y(t)〉 with a ≤ t ≤ b, this
integral may be written as

ˆ
C

f(x, y) dx =

ˆ b

a

f(x(t), y(t))x′(t) dt.

Of course, we can also do this integration with respect to y:
ˆ
C

f(x, y) dy =

ˆ b

a

f(x(t), y(t))y′(t) dt.

These sorts of integrals will appear together often, and so we’ll adopt the
following notationalu short-hand:ˆ

C

P (x, y) dx+

ˆ
C

Q(x, y) dy =

ˆ
C

P (x, y) dx+Q(x, y) dy.

As an example, let’s integrateˆ
C

sin(πy) dy + yx2 dx

where C is given by the parametrization 〈1− t, 4− 2t〉with 0 ≤ t ≤ 1.ˆ
C

sin(πy) dy + yx2 dx =

ˆ
C

sin(πy) dy +

ˆ
C

yx2 dx

=

ˆ 1

0

sin (π(4− 2t)) (−2)dt+

ˆ 1

0

(4− 2t)(1− t)2(−1)dt

= (−2)

ˆ 1

0

sin (4π − 2πt) dt−
ˆ 1

0

(
−2t3 + 8t2 − 10t+ 4

)
dt

= − 1

π
cos(4π − 2πt)

∣∣1
0
−
(
−t

4

2
+

8t3

3
− 5t2 + 4t

) ∣∣1
0

= − 1

π
(1− 1)−

(
−1

2
+

8

3
− 5 + 4

)
= 1− 8

3
+

1

2

=
6− 16 + 3

6

=
−7

6
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Just as we have line integrals of functions of two variables over curves
in two-dimensional space, we have line integrals of functions of three vari-
ables.

Our definition is just like the two-dimensional case,
ˆ
C

f(x, y, z) ds = lim
‖P‖→0

#P∑
i=1

f(x∗i , y
∗
i , z
∗
i ) ∆si

and if the curve C is parametrized by ~r(t) = 〈x(t), y(t), z(t)〉 over a ≤ t ≤
b, this becomes

ˆ
C

f(x, y, z) ds =

ˆ b

a

f(x(t), y(t), z(t))
√
x′(t)2 + y′(t)2 + z′(t)2 dt.

Remark.
Note that the arclength of the curve C is given by integrating the
constant function 1, with respect to arclength, over C:

`(C) =

ˆ
C

ds =

ˆ b

a

√
x′(t)2 + y′(t)2 dt.

Line integrals with respect to x, y, or z are defined similarly to the
two-dimensional case:

ˆ
C

P (x, y, z) dx = lim
‖P‖→0

#P∑
i=1

P (x∗i , y
∗
i , z
∗
i ) ∆xi

=

ˆ b

a

P (x(t), y(t), z(t))x′(t) dt

ˆ
C

Q(x, y, z) dy = lim
‖P‖→0

#P∑
i=1

Q (x∗i , y
∗
i , z
∗
i ) ∆yi

=

ˆ b

a

Q(x(t), y(t), z(t))y′(t) dt
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ˆ
C

R(x, y, z) dz = lim
‖P‖→0

#P∑
i=1

R (x∗i , y
∗
i , z
∗
i ) ∆zi

=

ˆ b

a

R(x(t), y(t), z(t))z′(t) dt

Example 5.3.
Calculate the line integral

ˆ
C

xyz ds

where C is parametrized by 〈2 sin(t), t,−2 cos(t)〉with 0 ≤ t ≤ π.
ˆ
C

xyz ds =

ˆ π

0

2 sin(t) · t · (−2 cos(t))
√

4 cos2(t) + 1 + 4 sin2(t) dt

=

ˆ π

0

(−4)t sin(t) cos(t)
√

4 + 1 dt

= −4
√

5

ˆ π

0

t sin(t) cos(t) dt.

Now we can use the trig identity

sin(2θ) = 2 sin θ cos θ

=⇒ sin θ cos θ =
sin(2θ)

2

Now we rewrite this integral as
ˆ
C

xyz ds = −2
√

5

ˆ π

0

t sin(2t) dt.

Now we do integration by parts with

u = t dv = sin(2t) dt

du = dt v = −cos(2t)

2
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to get
ˆ
C

xyz ds =
√

5t cos(2t)
∣∣π
0
−
√

5

ˆ π

0

cos(2t) dt

=
√

5π cos(2π)−
√

5

ˆ π

0

cos(2t) dt

=
√

5

(
π − sin(2t)

2

∣∣π
0

)
=
√

5

(
π − sin(2π)

2
+

sin(0)

2

)
= π
√

5.

Work
Recall that if a force of magnitude F pushes an object a distance d, then
the work done by the force is W = Fd.

This calculation makes two key assumptions: the force is constant, and
in the direction of motion. We know that if the force is not in the direction
of motion we can use dot products to calculate the work. If our force is
given a vector ~F and the displacement of the object is given by ~d, this
works out to be

W = ~F · ~d = ‖~F‖ ‖~d‖ cos θ

where θ is the angle between ~F and ~d.
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Here we are still supposing that the force being applied is constant, but
now we’d like to consider the case of a force which changes.

Suppose the force being applied at a point (x, y, z) is
~F (x, y, z) = 〈P (x, y, z), Q(x, y, z), R(x, y, z)〉 .

Suppose also that we’ve moving an object along a curve C in R3. Then to
approximate the work done, we’ll cut the curve into several pieces: say
C1, C2, ..., Cn. We’ll suppose that the force is constant on each Ci piece of
the curve, and let’s denote the arclength of the curve by ∆si. To estimate
the force, we’ll pick some point (x∗i , y

∗
i , z
∗
i ) ∈ Ci and suppose the force

along the curve Ci is given by ~F (x∗i , y
∗
i , z
∗
i ).

So we have a force, ~F (x∗i , y
∗
i , z
∗
i ), we also have a length ∆si, but we don’t

have a direction. To get a direction we’ll use the tangent vector of the curve
at (x∗i , y

∗
i , z
∗
i ). Recall that the unit tangent vector is denoted ~T (x∗i , y

∗
i , z
∗
i ).

However, this a unit vector, and we’re assuming the force is constant on
all of Ci which has length ∆si. Thus we’ll take our displacement vector
to be ∆si ~T (x∗i , y

∗
i , z
∗
i ). Hence our approximation for the work done over

Ci is simply
~F (x∗i , y

∗
i , z
∗
i ) ·
(

∆si ~T (x∗i , y
∗
i , z
∗
i

)
.

Since ∆si is just a scalar, we can move it around to rewrite this as
~F (x∗i , y

∗
i , z
∗
i ) · ~T (x∗i , y

∗
i , z
∗
i ∆si.

Summing up these approximations for each piece, we approximate the
total work to be

W ≈
n∑
i=1

~F (x∗i , y
∗
i , z
∗
i ) · ~T (x∗i , y

∗
i , z
∗
i )∆si.

Of course, we want to take the limit as our pieces become arbitrarily small
to get the “best” approximation:

W = lim
‖P‖→0

#P∑
i=1

~F (x∗i , y
∗
i , z
∗
i ) · ~T (x∗i , y

∗
i , z
∗
i )∆si.
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Notice, however, that this is just the line integral over ~F (x, y, z) · ~T (x, y, z)
over C:

W =

ˆ
C

~F (x, y, z) · ~T (x, y, z) ds,

which we’ll usually abbreviate to be

W =

ˆ
C

~F · ~T ds.

Supposing our curve is parametrized by

~r(t) = 〈x(t), y(t), z(t)〉

for a ≤ t ≤ b, our unit tangent vectors are simply

~T (t) =
~r ′(t)

~r ′(t)

and the ds is simply
ds = ‖~r ′(t)‖ dt.

Writing ~F (~r(t)) as short-hand for ~F (x(t), y(t), z(t)), our integral becomes

W =

ˆ b

a

~F (~r(t)) · ~r ′(t)

‖~r ′(t)‖
‖~r ′(t)‖ dt

=

ˆ b

a

~F (~r(t)) · ~r ′(t) dt

and this is often abbreviated ˆ
C

~F · d~r.

The idea of work is our motivation, but in can define the line integral of
any continuous vector field ~F over a smooth curve C, parametrized by
~r(t) for a ≤ t ≤ b, as

ˆ
C

~F · ~T ds =

ˆ
C

~F · d~r =

ˆ b

a

~F (~r(t)) · ~r ′(t) dt.
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Example 5.4.
As an example, suppose that ~F is the vector field

~F (x, y, z) =
〈
x+ y, y − z, z2

〉
and C is the curve parametrized by ~r(t) = 〈t3,−t2, t〉 for 0 ≤ t ≤ 1

and let’s calculate ´
C
~F · d~r.

First note that~r ′(t) = 〈3t2,−2t, 1〉, and ~F (~r(t)) = 〈t3 − t2,−t2 − t, t2〉,
and so our integral is

ˆ
C

~F · d~r =

ˆ 1

0

~F (~r(t)) · ~r ′(t) dt

=

ˆ 1

0

〈
t3 − t2,−t2 − t, t2

〉
·
〈
3t2,−2t, 1

〉
dt

=

ˆ 1

0

(
3t2(t3 − t2)− 2t(−t2 − t) + t2

)
dt

=

ˆ 1

0

(
3t5 − 3t4 + 2t3 + 2t2 + t2

)
dt

=

ˆ 1

0

(
3t5 − 3t4 + 2t3 + 3t2

)
dt

=

(
3t6

6
− 3t5

5
+

2t4

4
+

3t3

3

) ∣∣1
0

=
1

2
− 3

5
+

1

2
+ 1

= 2− 3

5

=
7

5
.

This seems like a lot of work to do, but we can actually simplify things
a little bit. Suppose that

~F (x, y, z) = 〈P (x, y, z), Q(x, y, z), R(x, y, z)〉
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and that C is parametrized by ~r(t) = 〈x(t), y(t), z(t)〉with a ≤ t ≤ b. Then
ˆ
C

~F · d~r =

ˆ b

a

~F (~r(t)) · ~r ′(t) dt

=

ˆ b

a

〈P (~r(t)), Q(~r(t)), R(~r(t))〉 · 〈x′(t), y′(t), z′(t)〉 dt

=

ˆ b

a

(P (~r(t))x′(t) +Q(~r(t))y′(t) +R(~r(t))z′(t)) dt

=

ˆ b

a

P (~r(t))x′(t) dt+

ˆ b

a

Q(~r(t))y′(t) dt+

ˆ b

a

R(~r(t))z′(t) dt

=

ˆ
C

P (x, y, z) dx+

ˆ
C

Q(x, y, z) dy +

ˆ
C

R(x, y, z) dz

=

ˆ
C

P (x, y, z) dx+Q(x, y, z) dy +R(x, y, z) dz

5.3 The fundamental theorem of line integrals
The fundamental theorem of calculus tells us that to evalute a definite
integral, all we need to do is evaluate an antiderivative at the endpoints
of the interval we’re integrating over. In this lecture we’ll describe the
fundamental theorem of line integrals which gives us an analog for line
integrals, provided we’re integrating a conservative vector field.

Introduction
Recall from single variable calculus that if F (x) is the antiderivative of
f(x), then ˆ b

a

f(x) dx = F (b)− F (a).

This is the fundamental theorem of calculus. We’d like to have something
similar to this for line integrals.

The first thing we need is something to play the role of an antideriva-
tive, and for this we turn to conservative vector fields. Recall that a vector
field ~F is called conservative if there exists a function f such that ~F = ∇f .
We then say f is a potential function for ~F . Now suppose that C is an ori-
ented curve which starts at P and ends at Q.
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Theorem 5.1 (The Fundamental Theorem of Line Integrals).
Suppose that ~F is a conservative vector field with potential function f , and
C is a curve which starts at the point P and ends at the point Q. Then

ˆ
C

~F · d~r =

ˆ
C

∇f · d~r = f(Q)− f(P ).

Example 5.5.
We had seen previously that the vector field

~F (x, y) = 〈x, 1〉

is conservative with potential function f(x, y) = x2

2
+ y. Now we

have a really simple way of evaluating integrals of this vector field.
Suppose C is a curve parametrized by ~r(t) = 〈cos(t), 2 sin(t)〉, for
t ∈ [0, π/2], as shown below.
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ˆ
C

~F · d~r = f (cos(π/2), 2 sin(π/2))− f(cos(0), 2 sin(0))

= 2− 1/2

= 3/2

Notice if we had any other path C from (1, 0) to (0, 2), we have the
same value for the integral of ~F over that curve. Consider, for exam-
ple, the red curve in the image below.

ˆ
C1

~F · d~r =

ˆ
C2

~F · d~r =

ˆ
C3

~F · d~r = 3/2

In general, we say that a line integral ´
C
~F · d~r is independent of path

if for any two curves C1 and C2 with the same initial and terminal points´
C1

~F ·d~r =
´
C2

~F ·d~r. So our fundamental theorem of line integrals tells us
that line integrals of conservative vector fields are independent of path.

A curve is called closed if its initial and terminal points are the same;
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i.e., if the curve makes a loop. See Figure 5.5 for examples of curves which
are closed, and Figure 5.6 for curves which are not closed. Notice that if

Figure 5.5: Examples of closed curves.
´
C
~F · d~r is independent of path, then ´

C
~F · d~r = 0 for any closed curve

C. Writing the closed curve C as a concatenation of two curves, say C1 and
C2 with endpoints A and B, we calculate

ˆ
C

~F · d~r =

ˆ
C1

~F · d~r +

ˆ
C2

~F · d~r

= (A−B) + (B − A)

= 0

In fact, saying that a line integrals is independent of path is the same
thing as saying that the integral along every closed path is 0. That is,´
C
~F ·d~r is independent of path if and only if ´

C
~F ·d~r = 0 for every closed

curve C.
By the fundamental theorem of line integrals, we know line integrals

of conservative vector fields are independent of path, but are there any
other examples? To answer that question we need to introduce some ter-
minology.

Recall that a set is open if you can put a small disk around each point
which stays inside the set. A set is connected if between any two points
in the set there is a continuous curve connecting the points which stays

Figure 5.6: Examples of non-closed curves.
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inside the set. In Figure 5.7 there are examples of connected sets, while
in Figure 5.8 we see an example of a set which is not connected. (Note
that a non-connected set can still be decomposed into connected pieces,
however.)

Figure 5.7: Two connected sets.

Figure 5.8: A set which is not connected.

Theorem 5.2.
Suppose ~F is a continuous vector field defined on an open connected region
D. If

´
C
~F ·d~r is independent of path, then ~F is a conservative vector field.

So anytime we have a vector field where ´
C
~F · d~r is independent of

path (so ´
C
~F · d~r = 0 any time C is a closed curve), then ~F has to be a

conservative vector field: i.e., there is some function f so that ~F = ∇f .

Theorem 5.3.
If ~F (x, y) is a conservative vector field, say

~F (x, y) = 〈P (x, y), Q(x, y)〉
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Figure 5.9: Some simple curves.

Figure 5.10: Some curves which are not simple.

and if P and Q have continuous first-order partials, then

∂P

∂y
=
∂Q

∂x
.

So far everything has assumed ~F is a conservative vector field, but if
you’re just given a vector field, how can you tell if it’s conservative or
not?

To answer this, we need to introduce two new ideas:
1. A curveC is called simple if it does not intersect itself, except possibly

to close up.
2. A regionD is called simply connected if it’s connected and every sim-

ple curve lying in D only bounds points in D. Equivalently, ev-
ery closed curve in D can be continuously shrunk down to a single
point, without ever leaving D.

Theorem 5.4.
Suppose ~F = 〈P,Q〉 is a vector field on a simply connected regionD. Then
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Figure 5.11: A simply connected set.

Figure 5.12: A set which is not simply connected.

if P and Q have continuous first-order partials and

∂P

∂y
=
∂Q

∂x

then ~F is conservative.

The proof of this theorem will have to wait until after we’ve learnt Green’s
theorem.

Example 5.6.
Is the vector field ~F (x, y) = 〈ex sin(y), ex cos(y)〉 conservative?

Notice that our vector field is defined on all of R2, which is obvi-
ously simply connected. Hence we can apply the above theorem:

∂P

∂y
= ex cos(y) =

∂Q

∂x

Hence this vector field is conservative.
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Example 5.7.
Is the vector field ~F (x, y) = 〈x2, y2〉 conservative? If so, what is its
potential function?

To check for conservativity, we apply our theorem above:

∂P

∂y
=

∂

∂y
x2 = 0 =

∂

∂x
y2 =

∂Q

∂x

so ~F is conservative. To find the potential function, we need to find
a function f(x, y) such that

fx(x, y) = x2

fy(x, y) = y2

Integrating, we get

f(x, y) =

ˆ
x2 dx =

x3

3
+ g(y)

f(x, y) =

ˆ
y2 dy =

y3

3
+ h(x).

Comparing the two we see

g(y) =
y3

3
+K

h(x) =
x3

3
+K

So
f(x, y) =

1

3

(
x3 + y3

)
+K.

Now if we want to integrate ´
C
~F · d~r, it’s easy. Say C is the line
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segment (1, 2) to (3, 4). Then we have
ˆ
C

~F · d~r =

ˆ
C

∇f · d~r

= f(3, 4)− f(1, 2)

=
1

3

(
33 + 43

)
+K − 1

3

(
13 + 23

)
−K

=
1

3

(
−13 − 23 + 33 + 43

)
=

1

3
(−1− 8 + 27 + 64)

=
82

3

Kinetic and Potential Energy
To finish off this section, we’ll explain where the terms “conservative”
and “potential” come from. Suppose we want to move an object of mass
M from point A to point B, along a curve C parametrized by ~r(t) for a ≤
t ≤ b. Recalling ~F (t) = m~a(t), ~a(t) = ~v ′(t), and ~v(t) = ~r ′(t), we know that
the force used at a point ~r(t) on the curve is

~F (~r(t)) = m~r ′′(t)

so the work done is

W =

ˆ
C

~F · d~r

=

ˆ b

a

~F (~r(t)) · ~r ′(t) dt

=

ˆ b

a

m~r ′′(t) · ~r ′(t) dt.

Now we can simplify this by recalling the product rule for derivatives
involving dot products:

d

dt
~u(t) · ~v(t) = ~u ′(t) · ~v(t) + ~u(t) · ~v ′(t).
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Now notice
d

dt
~r ′(t) · ~r ′(t) = ~r ′′(t) · ~r ′(t) + ~r ′(t) · ~r ′′(t)

= 2~r ′′(t) · ~r ′(t).

So we can rewrite our above integral as

W =

ˆ
C

~F · d~r

=

ˆ b

a

m~r ′′(t) · ~r ′(t) dt

=
m

2

ˆ b

a

d

dt
~r ′(t) · ~r ′(t) dt

=
m

2

ˆ b

a

d

dt
‖~r ′(t)‖2 dt

=
m

2
‖~r ′(t)‖2

∣∣b
a

=
m

2
‖~r ′(b)‖2 − m

2
‖~r ′(a)‖2

=
m

2
‖~v(b)‖ − m

2
‖~v(a)‖.

In physics, the quantity mv2

2
is called the kinetic energy of an object at

aparticular point, which we might denote by K. Hence we may write
the work as

W = K(B)−K(A).

Suppose ~F is a conservative vector field, so ~F = ∇f for some function
f . Physicists call the function −f(x, y, z) the potential energy of the object
and often write P (x, y, z) = −f(x, y, z). Thus we have

~F = ∇f = −∇P.

By our fundamental theorem for line integrals we thus have

W =

ˆ
C

~F · d~r

=

ˆ
C

−∇P · d~r

= −P (B) + P (A)

= P (A)− P (B).
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However, we already know that W = K(B) −K(A). Equating these we
have

K(B)−K(A) = P (A)− P (B),

which we may rewrite as

P (B) +K(B) = P (A) +K(A)

and this is called the law of conservation of energy: the sum of the kinetic
and potential energies never changes!

5.4 Green’s theorem
In this section we will discuss Green’s theorem which tells us that for certain
types of functions, the double integral over a domain D in the plane will
be equal to the line integral around a curve bounding D. That is, Green’s
theorem will give us a tool for certain types of double integrals into line
integrals and vice versa. This can be extremely useful, as we will see,
since this will sometimes allow us to rewrite a complicated integral as a
simpler one.

Before jumping into Green’s theorem, though, we need to discuss a
few preliminary ideas.

Orientation
A curve in the plane is simply a certain collection of points, but for some
problems it is helpful to assign the curve a notion of direction. That is, in
certain problems we don’t care simply about the collection of points that
make up the curve, but we care about the direction in which the curve is
traversed. For example, if our curve represents the trajectory of a particle
as it moves around and we want to compute the velocity of the particle,
we need to know if the particle was traversing the curve from left-to-right
or from right-to-left. An “orientation” for a curve is simply a choice of
such a direction.

This idea of “direction” makes intuitive sense for orientation, but there
are other equivalent ways we can define an orientation which will be eas-
ier to generalize later. One equivalent way of defining orientation is as a
choice of which side of the curve is the “right-hand” side. If you imag-
ine walking along the curve and sticking your right hand straight out to
the right, then this distinguishes one side of the curve. Similarly, if you
distinguished one side of the curve as being on the right, there would be
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only way to walk along the curve so that your right hand stayed on the
side which was distinguished as the “right-hand side.”

We can make this definition of orientation more precise as follows. At
every point P of a curve C, choose a vector ~N(P ) which is orthogonal to
the tangent line of the curve at that point, but in such a way that ~N(P )
is a continuous function. The continuity condition will force all of these
normal vectors (the ~N(P ) vectors) to lie on one one side of the curve. This
is the side we will consider to be the right-hand side. (This definition
might seem overly cumbersome, but we mention it now because it will be
helpful to consider when we define the orientation of a surface later.)

Usually when we have particular curve C drawn in the plane, we will
simply indicate the orientation by arrows. These arrows tell us how we’re
walking along the curve; equivalently, they tell us which side of the curve
is the right-hand side.

Notice that if C is given a parametrization, that parametrization sup-
pliesC with an orientation as it specifies an order in whichC is traversed.

If C is an oriented curve, we will let −C denote the same curve (the
same set of points in the plane), but with the opposite orientation.

When discussing simple closed curves in the plane, we will also adopt
the following convention: if the curve is traversed in the counter-clockwise
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direction, we will say the curve has positive orientation; if the curve is
traverse in the clockwise direction, it has negative orientation.

Recall that ifD ⊆ R2 is a subset of the plane, then the boundary ofD is
the set of points where for every ball B centered at that point, B contains
points in D and outside of D. The boundary is the collection of all such
points and is denoted ∂D.

By convention, if ∂D is a single simple closed curve, we will assume it
has the positive orientation. If for some reason we’d rather consider the
negative orientation we will write −∂D.
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When C is a simple closed curve, we will write
˛

C

P dx+Qdy or
ffi

C

P dx+Qdy

To indicate that we are integrating over C with the positive orientation.

Example 5.8.
Let C be the circle of radius 3 centered at the point (0, 0). Compute

˛

C

x dy − y dx.

Since we are are told (via the ¸ notation) that C is positively ori-
ented, we have to be a little careful that we orient the curve correctly.
Fortunately it’s easy to see that our “usual” parametrization of a cir-
cle,

x(t) = 3 cos(t), y(t) = 3 sin(t) 0 ≤ t ≤ 2π

does traverse the circle counterclockwise. We then simply compute
˛

C

x dy − y dx =

ˆ 2π

0

(3 cos(t) · 3 cos(t)− 3 sin(t) · 3(− sin(t))) dt

= 9

ˆ 2π

0

(
cos2(t) + sin2(t)

)
dt

= 18π
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Green’s theorem
We are now in a position to state Green’s theorem.

Theorem 5.5 (Green’s theorem).
SupposeD is a simply connected region of the plane with piecewise smooth
boundary ∂D. If P (x, y) and Q(x, y) both C1 (i.e., all of the first-order
partial derivatives of the functions exist and are continuous), then

˛

∂D

P dx+Qdy =

¨

D

(
∂Q

∂x
− ∂P

∂y

)
dA

Example 5.9.
As an example of why Green’s theorem is helpful suppose that C
was a circle of radius 2 centered at the origin and we wished to com-
pute ˛

C

(x− y) dx+ (x+ y) dy.

One way to do this would be to choose a parametrization ofC agree-
ing with the positive orientation, then rewrite our integral in terms
of the parametrization. Using the parametrization (2 cos(t), 2 sin(t))
with 0 ≤ t ≤ 2π, for example, the integral could be computed as
ˆ 2π

0

[(2 cos(t)− 2 sin(t)) · (−2 sin(t)) + (2 cos(t) + 2 sin(t)) · (2 cos(t))] dt

We can compute this integral, but it’s very tedious. However, Green’s
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theorem tells us that we may write this as
¨

D

(
∂Q

∂x
− ∂P

∂y

)
dA

where P (x, y) = x−y andQ(x, y) = x+y, andD is the disc of radius
2 centered at the origin. This would give us the following:

˛

C

(x− y) dx+ (x+ y) dy =

¨

D

(1− (−1)) dA

= 2

¨

D

dA

= 2Area(D)

= 8π.

Example 5.10.
As another example, let’s use Green’s theorem to evaluate

˛

C

xy2 dx+ 2x2y dy

where C is the triangle with vertices (0, 0), (2, 2), and (2, 4).



CHAPTER 5. VECTOR CALCULUS 339

Notice that without Green’s theorem we would have to break our
integral up into three pieces, one piece for each edge of the trian-
gle, and then determine a parametrization for each of those edges.
Using Green’s theorem, however, all we need to do is consider the
“interior” of that triangle. If that is called D, then we easily see

D =

{
(x, y)

∣∣∣∣ 0 ≤ x ≤ 2, x ≤ y ≤ 2x

}
.
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Now Green’s theorem tells us the following:
˛

C

xy2 dx+ 2x2y dy =

¨

D

(4xy − 2xy) dA

= 2

¨

D

xy dA

= 2

ˆ 2

0

ˆ 2x

x

xy dy dx

= 2

ˆ 2

0

xy2

2

∣∣∣∣2x
x

dx

=

ˆ 2

0

(
4x3 − x2

)
dx

=

(
x4 − x3

3

)∣∣∣∣2
0

= 16− 8/3

=
40

3
.

So far we’ve assumed the region we were integrating over was simply
connected (i.e., doesn’t have any “holes”). We can use Green’s theorem
for regions containing holes as well, but we have to be alittle bit careful
about how the “interior boundaries” of thre gion are oriented. To under-
stand this, suppose we had a region D in the plane which had a hole in
it.

Call the “exterior boundary” of this region C1 and the “interior re-
gion” of the boundary C2 as indicated in the figure.
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Now imagine that we cut our non-simply connected regionD into two
simply connected regions by cutting along line segments connecting the
interior and exterior boundaries. For the region indicated in the figure,
we may call the top region Dt and the bottom region Db.

Now notice that we may write an integral over D as
¨

D

(
∂Q

∂x
− ∂P

∂y

)
dA =

¨

Dt

(
∂Q

∂x
− ∂P

∂y

)
dA+

¨

Db

(
∂Q

∂x
− ∂P

∂y

)
dA

When integrating overDt andDb we may apply Green’s theorem to write
these integrals as

p

˛

∂Dt

P dx+Qdy +

˛

∂Db

P dx+Qdy

Notice that giving ∂Dt and ∂Db have positive orientations induces an ori-
entation on the portions of the interior boundaries ofD contained in those
regions. Also notice that the portions of ∂Dt and ∂Db containing those
slits connecting the interior and exterior regions have opposite orienta-
tions, thus the contributions those portions of the boundary make to the
total integral will cancel when we add the integrals back together. This
means Green’s theorem will still be true for non-simply connected regions
provided we orient the interior boundaries correctly, which will actually
give those boundary components the negative (clockwise) orientation.
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Making this convention our statement of Green’s theorem,
¨

D

(
∂Q

∂x
− ∂P

∂y

)
dA =

˛

∂D

P dx+Qdy

still holds.

Computing area with Green’s theorem
One interesting application of Green’s theorem is the computation of area
of a region by integrating around it’s boundary. To see this, recall that
the area of a region D can be computed as

¨
D

1 dA. If we can find two
functions P and Q so that Qx − Py = 1, then by Green’s theorem we can
compute the area of D by integrating

˛
∂D

P dx + Qdy. There are several
options for such functions, but three easy ones are

• P (x, y) = 0 and Q(x, y) = x.
• P (x, y) = −y and Q(x, y) = 0.
• P (x, y) = − y/2 and Q(x, y) = x/2.

For any of these we haveQx−Py = 1 and this gives us an alternative way
of computing area.

Example 5.11.
Area of ellipse x2

4
+ y2

9
= 1.
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By Green’s theorem we may compute this area as

Area(D) =

¨

D

1 dA =

˛
∂D

−y
2
dx+

x

2
dy.

To perform this calculation we need to orient the ellipse, which is
easily done with

x(t) = 2 cos(t), y(t) = 3 sin(t) 0 ≤ t ≤ 2π.

Now we simply compute
˛
∂D

−y
2
dx+

x

2
dy =

ˆ 2π

0

(
−3 sin(t)

2
· (−2 sin(t)) +

2 cos(t)

2
· 3 cos(t)

)
dt

= 3

ˆ 2π

0

(
sin2(t) + cos2(t)

)
dt

= 6π

Given any complicated region in the plane this gives us a reasonable
way of computing the area of that region if we can parametrize (or ap-
proximately parametrize) that region’s boundary. For example, perhaps
we want to know the area of a large body of water. If we can have a drone
fly around the boundary of that region and record its position using GPS,
we can approximate a parametrization to the boundary of the region (e.g.,
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using a piecewise linear path connecting the coordinates of several points
recorded by the drone as it flew around the region). We can then com-
pute an integral such as

˛
∂D

x dy (this is very easy to do if the boundary
consists of line segments) and compute (or approximate) the area of that
body of water.

5.5 Curl and divergence
We now turn our attention to operations we can perform on three-dimensional
vector fields called curl and divergence. As we will see, curl gives us a way
of measuring how a vector field “spins” around a point, while the diver-
gence gives a notion of how the vector field “spreads out” from a point.

Intuition for Curl
Before describing the curl technically, let’s first describe the quantity we’re
trying to measure.Imagine that a vector field represents velocities of par-
ticles moving in a fluid. (E.g., think of a river of water, and the vectors
tell you the speed and direction of particles that get pushed around by
the river.) Now suppose that we take a small ball, like a balloon or beach
ball, and place it in the water. Instead of just letting the river push the
ball like normal, let’s say we’re somehow able to anchor the ball so that
the center of the ball stays fixed at a point in the river; however, we allow
the ball to spin about this fixed center point. We’d like to describe how
the ball spins as the water pushes the sides of the ball. This is essentially
what the curl of a vector field measures.

In order to measure how the ball spins as the water pushes it, we need
to know three pieces of information: what axis is it spinning around,
which way is it spinning (clockwise or counter-clockwise), and how quickly
is it spinning. We can put these three pieces of information to obtain a
vector: the axis of rotation will tell us a line parallel to the direction of the
vector, and the speed will tell us the magnitude of this vector. We now
have to pick a sign for the vector (e.g., if we know the axis of rotation is
vertical, should the vector point up or should it point down)? Here we’ll
apply a convention called the right-hand rule. If we take our right hand and
curl our fingers in the direction of rotation, our thumb will determine the
direction of the vector.
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The ∇-operator
Before beginning our study of curl, we’ll introduce some notation that will
simplify things a little bit later on. Recall that if f(x, y, z) is a real-valued
function whose first-order partial derivatives exist, then the gradient of f
is the vector field

∇f =

〈
∂f

∂x
,
∂f

∂y
,
∂f

∂z

〉
.

We’ll be performing several manipulations that involve first-order par-
tial derivatives, and so we’ll introduce an operator which picks off these
derivatives. This operator is denoted∇ and called “del.” We think of the
del operator as a vector

∇ =

〈
∂

∂x
,
∂

∂y
,
∂

∂z

〉
and will manipulate∇ in the same way that we manipulate vectors (e.g.,
taking cross products and dot products) to construct new vector fields.

Curl
Suppose that ~F is a three-dimensional vector-field,

~F (x, y, z) = 〈P (x, y, z), Q(x, y, z), R(x, y, z)〉 ,

and further suppose that the first-order partial derivatives of each com-
ponent function, P , Q, and R, exist and our continuous. We then define
an operation called “curl” which takes our vector field, ~F , and produces
a new vector field, denoted curl(~F ), as follows:

curl(~F ) =

〈(
∂R

∂y
− ∂Q

∂z

)
,

(
∂P

∂z
− ∂R

∂x

)
,

(
∂Q

∂x
− ∂P

∂y

)〉
.

Luckily this complicated-looking formula can be easily remembered by
using the ∇ operator. Thinking of ∇ =

〈
∂
∂x
, ∂
∂y
, ∂
∂z

〉
and ~F = 〈P,Q,R〉 as
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vectors, we may write

curl(~F ) = ∇× ~F

= det

 ~ı ~ ~k
∂
∂x

∂
∂y

∂
∂z

P Q R


=

(
∂R

∂y
− ∂Q

∂z

)
~ı−

(
∂R

∂x
− ∂P

∂z

)
~+

(
∂Q

∂x
− ∂P

∂y

)
~k

=

〈(
∂R

∂y
− ∂Q

∂z

)
,

(
∂P

∂z
− ∂R

∂x

)
,

(
∂Q

∂x
− ∂P

∂y

)〉
.

The reason for calling this the “curl” of a vector field is that it represents
how the vector field spins about a point.

Given a point (a, b, c), if ~F spins in a disk around (a, b, c), then curl(~F )(a, b, c)
is a vector which is perpendicular to the disk (with the direction given by
the right-hand rule), and the magnitude tells us how quickly the vector
field is rotating.

To explain this, consider a solid disk rotating about a fixed axis. If

Figure 5.13: A disc rotating about a fixed axis.

this fixed axis is the positive z-axis, then we can represent the rotation
of the disk by the vector, using our conventions described at the start of
the lecture, ~w = ω~k = 〈0, 0, ω〉, where ω is the angular speed of rotation.
Let’s pick a point P = (x, y, z) on the disk, which we’ll suppose is d units
from the axis of rotation. Let vecr = ~OP = 〈x, y, z〉. If ~v is the tangential
velocity ofP as we spin around the z-axis, the angular speed is ‖~v‖

d
– which

is what we’re calling ω.
Recall that ~F (x, y) = 〈−y, x〉was the vector field giving rotation around

the origin, So ~F (x, y, z) = 〈−y, x, 0〉 is the vector field giving rotation
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Figure 5.14: A disc rotating about a fixed axis, with a vector describing
the rotation.

about the z-axis, if we want this rotation to have speed ‖~v‖we’d use

‖~v‖
d
〈−y, x, 0〉

where d =
√
x2 + y2. So the tangential velocity at P is

‖~v‖
d
〈−b, a, 0〉 .

Notice this equals ~v = ~w × ~r:

~w × ~r =

〈
0, 0,
‖~v‖
d

〉
× 〈a, b, c〉

= det

 ~ı ~ ~k

0 0 ‖~v‖
d

a b c


= −‖~v‖

d
b~ı+

‖~v‖
d
a~+ 0~k

=

〈
−‖~v‖

d
b,
‖~v‖
d
a, 0

〉
=
‖~v‖
d
〈−b, a, 0〉

= ~v.

In general, if we have angular speedω, the tangential velocity at (x, y, z)
is

~v = 〈−ωy, ωx, 0〉 .
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Note

curl(~v) = ∇× ~v

= det

 ~ı ~ ~k
∂
∂x

∂
∂y

∂
∂z

−ωy ωx 0


=

(
− ∂

∂z
ωx

)
~ı−

(
∂

∂z
ωy

)
~+

(
∂

∂x
ωx+

∂

∂y
ωy

)
= 2ω~k

= 2~w

Example 5.12.
Find the curl of the vector field

~F (x, y, z) = 〈xyez, 0, yzex〉 .

curl~F = ∇× ~F

= det

 ~ı ~ ~k
∂
∂x

∂
∂y

∂
∂z

xyez 0 yzex


=

(
∂

∂y
yzex

)
~ı−

(
∂

∂x
yzex − ∂

∂y
xyez

)
~+

(
− ∂

∂y
xyez

)
~k

= 〈zex, xez − yzex,−xez〉 .

One of the crucial properties of the curl is that the curl of a conservative
vector field is always zero.

Theorem 5.6.
If f is a continuous function of three variables with second-order continu-
ous partials, then curl(∇f) = 0.
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This gives us an easy way to see if a vector field of three variables is
conservative or not: if curl~F 6= 0, then ~F can not be conservative.

For example, consider
~F (x, y, z) =

〈
xz, xyz,−y2

〉
.

Computing the curl,

curl~F = ∇× ~F

= det

 ~ı ~ ~k
∂
∂x

∂
∂y

∂
∂z

xz xyz −y2


=

(
∂

∂y

(
−y2

)
− ∂

∂z
xyz

)
~ı+

(
∂

∂z
xz +

∂

∂y2

)
~+

(
∂

∂x
xyz − ∂

∂y
xz

)
~k

= (−2y − xy)~ı+ (x+ 0)~+ (yz − 0)~k

6= 0.

Hence ~F can not be conservative.
In general the converse is not true: if curl~F = 0, that does not imply

that ~F is conservative. It is true, however, if the domain of ~F is all of R3.

Theorem 5.7.
If ~F is a defined on all of R3 and if curl~F = 0, then ~F is conservative.

This is a very nice theorem to know because it tells you precisely when
a vector field is conservative – without having to calculate a potential
function!

Divergence
The divergence of a vector field gives us a way of measuring how the vec-
tor field pushes away from a given point. In particular, if have a particular
point P0 = (x0, y0), we can imagine placing a small circle Cr of radius r
around P0 and at each point (x, y) on this circle we let ~N(x, y) denote the
unit normal of the circle which points away from P0. The dot product of
~F and ~N at this point then gives us a number, ~F · ~N = ‖~F‖ cos(θ) where
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θ is the angle between the vectors determined by ~F and ~N . If the angle
between ~F and ~N is less than π, this quantity is positive. That is, ~F · ~N
gives us a way of measuring “how much” of ~F points in the direction of ~N
(away from P0). We then compute the average value of these quantities
on the circle as

1

2πr

˛

Cr

~F · ~N ds.

(The 1
2πr

arises since this is dividing the integral by the arclength of the
circle to get an average value.) The divergence of ~F at P0 is defined as the
limit of these values as the radius of the circle r goes to zero, and gives us
an “infinitesimal” measurement of how the vector field ~F pushes away
from the point P0.

Though the definition of divergence is in terms of limits of integrals,
it can actually be computed quite easily:

Theorem 5.8.
If ~F (x, y) = 〈P (x, y), Q(x, y)〉 is a vector field whose components are C1,
then the divergence is equal to

div(~F ) =
∂P

∂x
+
∂Q

∂y
.

Using the del operator ∇ from above, it’s easy to see that we can also
write

div(~F ) = ∇ · ~F .

(Here we are using the two-dimensional version of the del operator,∇ =〈
∂
∂x
, ∂
∂y

〉
.)

Example 5.13.
The divergence of the vector field ~F (x, y) = 〈x3y + y2, xy − x2 + y〉
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is

div(~F ) =
∂

∂x

(
x3y + y2

)
+

∂

∂y

(
xy − x2 + y

)
= 3x2y + y + 1

Notice that the divergence of a vector field is a scalar-valued quan-
tity that varies from point to point: i.e., a function. At points where this
function is positive this means the vector field is pushing away from that
point more than it is pulling in; at points where the function is negative
the vector field is pulling into the point more than it is pushing away; and
where the divergence is zero the vector field is pushing away and pulling
in at the same rate.

We can define divergence for three-dimensional vector fields in a way
similar to the definition for two-dimensional vector fields above, but that
would require us to discuss “surface integrals” which have not yet done.
Despite this, we can still compute divergence of three-dimensional vector
fields using the formula above, div(~F ) = ∇ · ~F .

Example 5.14.
The divergence of

~F (x, y, z) =
〈
x2y, xy − z, xy

〉
is equal to

div(~F )

=∇ · ~F

=

〈
∂

∂x
,
∂

∂y
,
∂

∂z

〉
·
〈
x2y, xy − z, xy

〉
=
∂

∂x
x2y +

∂

∂y
(xy − z) +

∂

∂z
xy

=2xy + x

When a vector field ~F has zero divergence, div(~F ) = ∇· ~F = 0, we say
the vector field has incompressible.
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Relating gradients, curl, and div: Next steps
Notice we have the following operations we can perform:

• Given a function f we can take its gradient to obtain a vector field
∇f .

• Given a vector field ~F we can take its curl to compute a new vector
field curl(~F ).

• Given a vector field ~F we can take its divergence to compute a func-
tion div(~F ).

Is there any relationship between these operations? We have already
seen above that if we compute the curl of a conservative vector field we
must obtain the zero vector field: curl(∇f) = ~0. It can be shown as
well that the divergence of a the curl of a vector field is always the zero
function: div(curl(~F )) = 0. That is, we have a sequence of operations
which whenever we apply two “consecutive” operations we obtain zero.
Though it’s hard to appreciate right now, this is the start of a lot of very
interesting mathematics. If there were a follow-up to this course (e.g.,
a fourth semester of calculus), exploring and generalizing these ideas
would be a natural place to start and would lead us to the theory of dif-
ferential forms which unifies much of the material presented in this last
chapter of the notes. The interested student is encouraged to read about
these topics in more advanced books such as Differential Forms by Guillemin
and Haine, From Calculus to Cohomology by Madsen and Tornehave, Dif-
ferential Topology by Guillemin and Pollack, and Calculus on Manifolds by
Spivak.

Flux and the vector form of Green’s theorem
In defining divergence above we considered the limit of integrals of the
form

˛

Cr

~F · ~N ds where ~N was the unit normal vector to the circle Cr at

each point. More generally, line integrals of the form
ˆ

C

~F · ~N ds

for any curve C (not just circles) are sometimes referred to as the flux of
the vector field acrossC. This is a measurement of how much of the vector
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field flows across the curve C. That is, if the vector field ~F represented
the velocity of particles in a fluid, this quantity tells us how much of the
fluid flows across the curve per unit time.

One subtlety in this calculation is that there are two possibilities for
what ~N could be since our curve C has two possible orientations. The
different orientations only affect the sign of the flux, however: if ~N1 cor-
responds to one orientation and ~N2 is the opposite orientation, the two
different flux calculations are related by

ˆ

C

~F · ~N2 ds = −
ˆ

C

~F · ~N1 ds.

Example 5.15.
Compute the flux of ~F (x, y) = 〈x2y, y + 3x〉 across the right-hand
half of the unit circle centered at the origin, with the unit normal
vectors pointing away from the origin.

To do the computation, we need to determine the unit normal
vector at each point on our semicircle, and for this it’s helpful to have
a parametrization. If we parametrize our semicircle by

~r(t) = 〈x(t), y(t)〉 = 〈cos(t), sin(t)〉 , −π/2 ≤ t ≤ π/2

then the tangent vectors would be

~r ′(t) = 〈x′(t), y′(t)〉 = 〈− sin(t), cos(t)〉 .

Conveniently these are already unit vectors, ‖~r ′(t)‖ = 1; so ~T (t) =
~r ′(t) in this example. The derivative is

~T ′(t) = 〈− cos(t),− sin(t)〉 .

Again, these are already unit vectors, so we don’t need to worry
about scaling them. However, these vectors point towards the origin,
whereas we want to do the computation with the normal vectors
pointing away from the origin. Thus we will take

~N(t) = 〈cos(t), sin(t)〉
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We can now compute the flux as
ˆ
C

~F · ~N ds

=

ˆ π/2

−π/2

〈
cos2(t) sin(t), sin(t) + 3 cos(t)

〉
· 〈cos(t), sin(t)〉

√
cos2(t) + sin2(t) dt

=

ˆ π/2

−π/2

(
cos3(t) sin(t) + sin2(t) + 3 cos(t) sin(t)

)
dt

=π/2 ≈ 1.5708

The interpretation of this number is that our vector field is flowing
across the curve C at a rate of 1.5708 units of area (since the vector
field is two-dimensional) per unit time.

If D is a region in the plane, we may be interested in the flux of ~F
through the boundary ∂D,

˛

∂D

~F · ~N ds.

To compute this, we may at first be tempted to use a parametrization
for ∂D as in the example above. However, in this case there is a sim-
pler method. First suppose ~r(t) = 〈x(t), y(t)〉 is a parametrization for ∂D
(with the positive orientation) with a ≤ t ≤ b. It’s not hard to compute
that the outward pointing normals of ∂D are given by

~N(t) =

〈
y′(t)√

x′(t)2 + y′(t)2
,

−x′(t)√
x′(t)2 + y′(t)2

〉
.

(Since ~N(t) and ~T (t) are always orthogonal, this can be obtained from
~T (t) by a 90◦ counter-clockwise rotation.) Now, supposing ~F (x, y) =
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〈P (x, y), Q(x, y)〉we may write the integral for the flux as
˛

∂D

~F · ~N ds

=

ˆ b

a

〈P (x(t), y(t)), Q(x(t), y(t))〉 ·

〈
y′(t)√

x′(t)2 + y′(t)2
,

−x′(t)√
x′(t)2 + y′(t)2

〉√
x′(t)2 + y′(t)2 dt

=

ˆ b

a

〈P (x(t), y(t)), Q(x(t), y(t))〉 · 〈y′(t),−x′(t)〉 dt

=

ˆ b

a

(P (x(t), y(t))y′(t)−Q(x(t), y(t))x′(t)) dt

=

˛

∂D

−Q(x, y)dx+ P (x, y) dy.

Though the order of P and Q is backwards from the way we have writ-
ten them before, this is an integral where we can apply Green’s theorem,
which would tell us this integral equals

¨

D

(
∂

∂x
P (x, y)− ∂

∂y
(−Q(x, y))

)
dA.

(Notice this looks slightly different from our earlier form of Green’s the-
orem because the roles of P and Q are reversed, and we have an extra
negative.) Of course, this can be written more simply as

¨

D

(
∂P

∂x
+
∂Q

∂y

)
dA,

but the integrand here is precisely the divergence of the vector field ~F .
That is, if ~N represents is the outward pointing unit normals on the bound-
ary ofD, then the flux of ~F across the boundary ofD can be computed as
the the integral of the divergence of ~F over the region D:

˛

∂D

~F · ~N ds =

¨

D

div(~F ) dA.

This is sometimes referred to as the vector form of Green’s theorem.
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Electromagnetism
We end this section by briefly mentioning that the these notions of vec-
tor fields, gradients, divergence, etc. are the language for the modern
formulation of electromagnetism in physics. In particular, the equations
that govern the relationships between electric fields and magnetic fields
are summed up by the following four equations, known collectively as
Maxwell’s equations:

∇ · ~E =
ρ

ε0

∇ · ~B = 0

∇× ~E =
−∂ ~B
∂t

∇× ~B = µ0

(
~J + ε0

∂ ~E

∂t

)
.

Since this is a course in calculus and not electrodynamics, we won’t take
any time to explain what these equations mean, but will simply mention
them to point out that all of this material does have important applica-
tions. Interested students should read Div, Grad, Curl and All That by
Schey, A Student’s Guide to Maxwell’s Equations by Fleisch, and The Feyn-
man Lectures on Physics, Volume II by Feynman.



A
Proofs of results from the text
In this appendix we collect proofs for many of the theorems given in the
main part of the text. The proofs are collected here for the sake of com-
pleteness, and are not required reading. Students planning in majoring
in mathematics, though, may be interested in trying to understand some
of the proofs that appear here.

A.1 Proofs from Chapter 1

Proofs from Section 1.1, Three-dimensional space

Proof of Theorem 1.1 on page 9, The Pythagorean Theorem.
There are several ways to prove the Pythagorean theorem, but we
will give what might be the simplest to understand proof using sim-
ple algebra and geometry.

Suppose we have a right triangle whose legs have lengths a and
b and whose hypotenuse has length c.

a

b
c

Now consider taking four copies of this triangle and arranging
them as indicated below. Notice This results in two squares: the
outer square is has dimensions (a+ b)× (a+ b) and the inner square
has dimensions c× c.

357
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b a

b

a

ab

a

b

c

c

c

c

The outer square has area (a + b)2 and there are two different
ways we could think about the area of the inner square: the inner
square must have area c2 since it is a c × c square, but it must also
be equal to the area of the outer square minus the areas of our four
triangles on the corners which is

(a+ b)2 − 4 · 1

2
ab = a2 + 2ab+ b2 − 2ab = a2 + b2.

Both of these quantities, c2 and a2 +b2, represent the area of the inner
square, so they must be equal: c2 = a2 + b2.

Proof of Theorem 1.2 on page 15, Completing the Square.
We must show that x2 + bx+ c is equal to (x+ b/2)2 − b2/4 + c. This is
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easily done by expanding and canceling:(
x+

b

2

)2

− b2

4
+ c = x2 + 2x

b

2
+
b2

4
− b2

4
+ c

= x2 + bx+ c

Proofs from Section 1.3, Vectors

Proof of Theorem 1.4 on page 36.
We’ll just show the third property in the case of two-dimensional
vectors to outline the basic logic. All of the other properties are
proved similarly.

(λ+ µ)~v =(λ+ µ)〈v1, v2〉
=〈(λ+ µ)v1, (λ+ µ)v2〉
=〈λv1 + µv1, λv2 + µv2〉
=〈λv1, λv2〉+ 〈µv1, µv2〉
=λ〈v1, v2〉+ µ〈v1, v2〉
=λ~v + µ~v.

Proofs for Section 1.4, Linear transformations and matrices

Proof of Theorem 1.5 on page 52.
Let ~u and~v be n-dimensional vectors. Since T is assumed to be linear,
we have that T (~u + ~v) = T (~u) + T (~v). Notice these are both m-
dimensional vectors, and so their sum is an m-dimensional vector.
We can thus write

S(T (~u) + T (~v)) = S(T (~u)) + S(T (~v))
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Similarly, since T is linear, for every scalar λwe have T (λ~v) = λT (~v).
Since S is linear, we also have

S(λT (~v)) = λS(T (~v)).

We have thus shown

S ◦ T (~u+ ~v) = S(T (~u+ ~v))S(T (~u)) + S(T (~v)) = S ◦ T (~u) + S ◦ T (~v)

S ◦ T (λ~v) = S(T (λ~v)) = S(λT (~v)) = λS(T (~v)) = λS ◦ T (~v),

and so S ◦ T is a linear transformation.

Proof of Theorem 1.6 on page 56.
Suppose A is an m× n matrix,

A =


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn


and ~u and ~v are n-dimensional vectors,

~u =


u1

u2

u3
...
un

 , ~v =


v1

v2

v3
...
vn

 ,

and let λ be a scalar.
Now we simply compute A(~u+~v) and rearrange the terms to see
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this equals A~u+ A~v.

A(~u+ ~v)

=


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn





u1

u2

u3
...
un

+


v1

v2

v3
...
vn





=


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn



u1 + v1

u2 + v2

u3 + v3
...

un + vn



=(u1 + v1)


a11

a21
...

am1

+ (u2 + v2)


a12

a22
...

am2

+ · · ·+ (un + vn)


a1n

a2n
...

amn



=


u1a11 + v1a11

u1a21 + v1a21
...

u1am1 + v1am1

+


u2a12 + v2a12

u2a22 + v2a22
...

u2am2 + v2am2

+ · · ·+


una1n + vna1n

una2n + vna2n
...

unamn + vnamn



=


u1a11

u1a21
...

u1am1

+


v1a11

v1a21
...

v1am1

+


u2a12

u2a22
...

u2am2

+


v2a12

v2a22
...

v2am2

+ · · ·


una1n

una2n
...

unamn

+


vna1n

vna2n
...

vnamn



=u1


a11

a21
...

am1

+ v1


a11

a21
...

am1

+ u2


a12

a22
...

am2

+ v2


a12

a22
...

am2

+ · · ·un


a1n

a2n
...

amn

+ vn


a1n

a2n
...

amn



=u1


a11

a21
...

am1

+ u2


a12

a22
...

am2

+ · · ·un


a1n

a2n
...

amn

+ v1


a11

a21
...

am1

+ v2


a12

a22
...

am2

+ · · · vn


a1n

a2n
...

amn



=


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn



u1

u2

u3
...
un

+


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn



v1

v2

v3
...
vn


=A~u+ A~v
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We perform a similar set of manipulations to see thatA(λ~v) = λ(A~v).

A(λ~v) =


a11 a12 a13 · · · a1n

a21 a22 a23 · · · a2n
... ... ... . . . ...

am1 am2 am3 · · · amn



λv1

λv2

λv3
...
λvn



= λv1


a11

a21
...

am1

+ λv2


a12

a22
...

am2

+ · · ·λvn


a1n

a2n
...

amn



= λ

v1


a11

a21
...

am1

+ v2


a12

a22
...

am2

+ · · · vn


a1n

a2n
...

amn




= λ(A~v)

Proof of Theorem 1.7 on page 57.
Let ~v be an arbitrary n-dimensional vector,

~v =


v1

v2

v3
...
vn

 .
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Notice that we may write ~v as follows:

~v = v1



1
0
0
0
...
0


+ v2



0
1
0
0
...
0


+ v3



0
0
1
0
...
0


+ · · · vn



0
0
0
0
...
1


Since T is a linear transformation we then have

T (~v) = T


v1



1
0
0
0
...
0


+ v2



0
1
0
0
...
0


+ v3



0
0
1
0
...
0


+ · · · vn



0
0
0
0
...
1





= v1T



1
0
0
0
...
0


+ v2T



0
1
0
0
...
0


+ v3T



0
0
1
0
...
0


+ · · · vnT



0
0
0
0
...
1


Notice, however, that this is exactly the same as multiplying the vec-
tor ~v by the matrix with columns

T



1
0
0
0
...
0


, T



0
1
0
0
...
0


, T



0
0
1
0
...
0


, . . . , T



0
0
0
0
...
1


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Proof of Theorem 1.8 on page 70.
We’ll write out the proof for properties (i) and (ii) in the case of
two-dimensions. The other properties are proven similarly. Suppose
~u = 〈u1, u2〉, ~v = 〈v1, v2〉, and ~w = 〈w1, w2〉.

(i)

~v · ~v = 〈v1, v2〉 · 〈v1, v2〉
=v1v1 + v2v2

=v2
1 + v2

2

=

(√
v2

1 + v2
2

)2

=‖~v‖2

(ii)

~u · (~v + ~w) = 〈u1, u2〉 · 〈v1 + w1, v2 + w2〉
=u1(v1 + w1) + u2(v2 + w2)

=u1v1 + u1w1 + u2v2 + u2w2

=u1v1 + u2v2 + u1w1 + u2w1

= 〈u1, u2〉 · 〈v1, v2〉+ 〈u1, u2〉 · 〈w1, w2〉
=~u · ~v + ~u · ~w

Proofs from Section 1.5, The dot product

Proof of Theorem 1.9 on page 72.
Consider the triangle below,
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α

β

γ

C

B

A

We will show that A2 = B2 + C2 − 2BC cos(α). The other two parts
of the law of cosines are proven in exactly the same way by simply
making the appropriate changes to the construction we are about to
describe.

We begin by drawing a line from the vertex with angle β in the
triangle above down to the side of length B, such that the the line
we draw will intersect the side of our triangle orthogonally.

α

γ

C

B1

B2

A

Now we can compute the values of D and B1 using some simple
trigonometry. In particular, the triangle with sides of length C, D,
and B1 is a right triangle, and so we know know that cos(α) is equal
to the length of the adjacent side (B1) over the length of the hy-
potenuse (C), and so

cos(α) =
B1

C
=⇒ B1 = C cos(α).

Similarly, we know that sin(α) equals D/C, and so

D = C sin(α).
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Since B1 +B2 = B, we can compute

B2 = B −B1 = B − C cos(α).

Now applying the Pythagorean theorem to the right triangle which
has A as its hypotenuse and B2 and D as its other sides we have

A2 = D2 +B2
2

= C2 sin2(α) + (B − C cos(α))2

= C2 sin2(α) +B2 − 2BC cos(α) + C2 cos2(α)

= B2 + C2(sin2(α) + cos2(α))− 2BC cos(α)

= B2 + C2 − 2BC cos(α).

Proof of Theorem 1.10 on page 74.
The proof of this theorem is given in the main part of the text, just
above where Theorem 1.10 appears on page 74.

Proofs from Section 1.6, The cross product

Proof of Theorem 1.11 on page 82.
Consider the square of ‖~u× ~v‖:

‖~u× ~v‖2 =(u2v3 − u3v2)2 + (u3v1 − u1v3)2 + (u1v2 − u2v1)2

=(u2v3)2 − 2u2u3v2v3 + (u3v2)2 + (u3v1)2 − 2u1u3v1v3 + (u1v3)2+

(u1v2)2 − 2u1u2v1v2 + (u1v2)2

=‖~u‖2‖~v‖2 − (~u · ~v)2

=‖~u‖2‖~v‖2 − ‖~u‖2‖~v‖2 cos2 θ

=‖~u‖2‖~v‖2(1− cos2 θ)

=‖~u‖2‖~v‖2 sin2 θ
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Taking square roots of both sides gives us the result.

Proof of Theorem 1.12 on page 83.

(i) We can check for orthogonality by taking dot products. Using
our formula above we know

~u× ~v = 〈u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1〉 .

Thus

(~u× ~v) · ~u = 〈u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1〉 · 〈u1, u2, u3〉
=u1(u2v3 − u3v2) + u2(u3v1 − u1v3) + u3(u1v2 − u2v1)

=u1u2v3 − u1u3v2 + u2u3v1 − u1u2v3 + u1u3v2 − u2u3v1

=0

The same thing happens if we look at (~u× ~v) · ~v.
(ii) This is clear if our vectors, ~u and ~v, lie in the xy-plane. But

given any two vectors, we could always rotate things so that
our vectors lie in the xy-plane, and rotating clearly doesn’t change
the area of the parallelogram with sides ~u and ~v.

Proof of Theorem 1.13 on page 84.
As with all of the vector properties we’ve discussed so far, these can
be shown by writing the vectors out in coordinates and then wading
through the algebra. We show property (iii) below.

Let ~u = 〈u1, u2, u3〉, ~v = 〈v1, v2, v3〉, ~w = 〈w1, w2, w3〉. We then
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have

~u× (~v + ~w) = 〈u1, u2, u3〉 × (〈v1 + w1, v2 + w2, v3 + w3〉)

= det

 ~ı ~ ~k
u1 u2 u3

v1 + w1 v2 + w2 v3 + w3


=~ıu2(v3 + w3) + ~u3(v1 + w1) + ~ku1(v2 + w2)

−~ıu3(v2 + w2)− ~u1(v3 + w2)− ~ku2(v1 + w1)

= 〈u2v3 + u2w3 − u3v2 − u3w2,

u3v1 + u3w1 − u1v3 − u1w2,

u1v2 + u1w2 − u2v1 − u2w1〉
= 〈u2v3 − u3v2 + u2w3 − u3w2,

u3v1 − u1v3 + u3w1 − u1w2,

u1v2 − u2v1 + u1w2 − u2w1〉
= 〈u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1〉+
〈u2w3 − u3w2, u3w1 − u1w2, u1w2 − u2w1〉

=
(
~ıu2v3 −~ıu3v2 + ~u3v1 − ~u1v3 + ~ku1v2 − ~ku2v1

)
+(

~ıu2w3 −~ıu3w2 + ~u3w1 − ~u1w3 + ~ku1w2 − ~ku2w1

)
=
(
~ıu2v3 + ~u3v1 + ~ku1v2 −~ıu3v2 − ~u1v3 − ~ku2v1

)
+(

~ıu2w3 + ~u3w1 + ~ku1w2 −~ıu3w2 − ~u1w3 − ~ku2w1

)
= det

 ~ı ~ ~k
u1 u2 u3

v1 v2 v3

+ det

 ~ı ~ ~k
u1 u2 u3

w1 w2 w3


=~u× ~v + ~u× ~w

Proofs of the other properties follow similarly.



BSets
A set is a Many that allows itself to be thought
of as a One.

Georg Cantor

“Sets” are abstract tools used for collecting information, and provide
a sort of universal language for expressing mathematics1. Even if you’ve
never seen or heard of sets before, they’ve been lurking in the background
of most of the mathematics you’ve done in other courses. It can be con-
venient sometimes to know a little bit of the basic language of sets, as
this will allow us to easily and compactly describe certain mathematical
objects that we’ll encounter.

The goal of this appendix is to introduce the basic ideas, language,
and notation of the theory of sets. Some of this may seem strange and
abstract if you’ve never seen it before, so lots of examples are included to
hopefully elucidate anything that initially seems unintuitive. The main
thing you should take away from this appendix is to have a general idea
of what a set is; to learn some of the common notation; and obtain a basic
understanding how certain simple geometric objects (such as lines and
circles) can be represented as sets.

Remark.
This appendix on sets is included entirely for the sake of complete-
ness and to sate the curiosity if any student that wants to know about
what this word “set” we use from time to time means. This notion is
a bit abstract and you can safely avoid reading this appendix if you
want to.

1This idea of sets being a “universal language” for mathematics isn’t really correct,
but it’s a convenient way of thinking about sets. “Most” mathematicians most of the time
think of most mathematics as being described in terms of sets, but there are exceptions.

369
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B.1 Introduction
Throughout this course we will be concerned with building a collection
of tools that we can use to do calculus in several dimensions. You already
know how to do calculus in one dimension, and calculus in several di-
mensions is a natural extension, but with several caveats. In order to deal
with the niceties of multiple dimensions, we’ll need to learn some general
background.

In this appendix, the background we’ll be concerned with the theory
of sets. Sets are simple, though abstract, objects that let us group mathe-
matical entities together; set theory forms one of the basic building blocks
of modern mathematics by giving us a primitive set of basic operations
that apply to (almost) all areas of math. For this reason set theory is worth
learning if you have any interest in pursuing deeper mathematics or sci-
ence.

What’s the point of this?
For our purposes, sets provide a common and convenient language that
we can use to describe some of the higher-dimensional objects that we’ll
care about later in the course. Using sets we can make vague notions
precise, and so we want to invest some time learning the basics. Some of
this material may seem esoteric or overly pedantic at first glance, but the
basic ideas will be important for us later in this course, and later in your
mathematical careers.

B.2 Basic Ideas
A set is an unordered collection of “things,” and these “things” are called
the elements of the set. When there are only a few elements in a set, we’ll
usually list all of the elements in the set inside of a pair of curly braces
(the symbols { and }), with the elements separated by commas. This
definition may seem a bit vague, but a few examples should clear things
up.

Example B.1.
Below is a set containing three elements, the numbers two, four, and
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six:
{2, 4, 6}.

As stated above, a set is an unordered collection of things, so the set
above is the same as the set {4, 2, 6} or {6, 4, 2}. The thing that really
matters about sets is what’s inside of them, and this is why we don’t
care about the order. (Think of a set as a box containing some objects
you own. You typically don’t care about where things sit inside of
the box, but you do care about whether something is in the box or
not.)

The sets we will consider will typically have very many elements, and
it’s inconvenient to write down everything in the set each time we refer
to that set. For this reason we’ll usually give sets a name – just an easier
way of referring to the set. To give the set {2, 4, 6} above the name A, we
just write A = {2, 4, 6}. This way whenever we want to refer to the set we
can just write A instead of {2, 4, 6}.

We use the symbol ∈ to denote that something is in a set, and the
symbol /∈ to denote that something is not in a set. For example, if we
write 2 ∈ A, this means that 2 is an element of the set A. Writing 3 /∈ A,
however, means that 3 is not an element of the set A.

If we have two sets, sayA andB, and if every element ofA is contained
in B, then we say that A is a subset of B and write A ⊆ B.

Example B.2.
Consider the setA = {2, 4, 6} from before and the setB = {−1, 2, 3, 4, 6, 17}.
Notice that every element of A is contained in B. So A is a subset of
B; notationally, A ⊆ B.

Remark.
In the few examples above, we considered sets of numbers, but the
definition of a set is simply an unordered collection of “things.” These
“things” do not have to be numbers, and can in fact be essentially
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anything. For example, you could have a set of words,

{mathematics, football, beer, jabberwocky, penguin};

or a set of symbols,
{♥,,, [,©};

or even a set of sets,

{{1, 2, 3}, {4}, {5, 6}}.

For our purposes sets will usually consist of numbers, points in
space, or vectors (which we’ll define in a future lecture).

Cardinality
The number of distinct elements in a set is called the sets cardinality. This
is just a fancy word that means how many things are in the set. The set
A = {−13, 4, π}, for example, has cardinality three because there are three
things in A. Symbolically, we sometimes denote the cardinality of a set A
by #A. In the case of A = {−13, 4, π}, we have #A = 3.

One point here that may seem a little bit weird is that we used the
word distinct when defining cardinality. To make this clear, consider the
set B = {2, 2, 2}. What’s the cardinality of B? Well, there’s only one
distinct element in B, so #B = 1. Because we only care about distinct
elements, we generally think of elements in sets as not being repeat. That
is, B = {2, 2, 2} is really just the set that contains only the element 2 – we
don’t care how many times 2 is written down, just whether 2 is in B or
not. For this reason, we considerB = {2, 2, 2} andC = {2} to be the same
set. This may take some getting used to, but just remember we only care
about whether something is in a set or not – we don’t care about anything
else, and in particular we don’t care about how many “times” something
appears in a set. It appears or it doesn’t, that’s all we care about, so we
think of {2, 2, 2} as the same as {2} as the same as {2, 2, 2, 2, 2, 2, 2, 2, 2, 2}.

It is possible for a set to contain nothing at all: this is called the empty
set and denoted ∅ or { }. This is the unique set that doesn’t have any-
thing in it. Thinking of sets as boxes containing “things,” the empty set
corresponds to a an empty box.
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Remark.
There are some funny things about the cardinality that we’re not
mentioning here. In particular, sets that have infinitely-many ele-
ments can have different cardinalities; there are different “sizes” of
infinity. Furthermore, some collections of things are actually “too
large” to have a notion of cardinality, even infinite cardinality – some
things are “too big” to be sets. While those ideas are very interesting,
making sense of them could easily take up an entire course, so we
won’t say much about them except to mention that there is a big, in-
teresting mathematical world out there that most people never have
an opportunity to learn about. If you’re curious, though, you should
always feel free to ask any mathematics professor!

B.3 Unions and Intersections
Given two sets,A andB, there are several ways we can combine these sets
to produce a third set. Here we’ll discuss three of them: unions, inter-
sections, and Cartesian products. Unions and intersections are straight-
forward so we’ll discuss those now, and then discuss Cartesian products
later.

The union of two sets
If we’re given two sets, say A and B, their union is yet another set which
contains all of the elements of A, all of the elements of B, and nothing
else. This union is denoted A ∪B.

Example B.3.
Suppose A = {2, 4, 6} and B = {1, 3, 5}. Then their union, A ∪ B,
is the set which contains everything in A and everything in B, but
nothing else. That is,

A ∪B = {1, 2, 3, 4, 5, 6}.
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Example B.4.
Suppose now that A = {1, 2, 3}, and B = {1, 3, 7}. The union of A
and B is then

A ∪B = {1, 2, 3, 7}.

Notice that every element of A is an element of A ∪ B, and every
element of B is an element of A ∪ B. The fact that some elements
(like 1 and 3) appear in both sets doesn’t change the union.

Example B.5.
Suppose that A = {−1, π, 4} and B = {−1, 0, 1, 3, π, 4}. (Notice that
A ⊆ B.) What is A∪B in this case? Since everything in A is already
an element of B, the union A∪B is just B: intuitively, A doesn’t add
anything to the union because B already contains everything.

This is a general fact: if A ⊆ B, then A ∪B = B.

Example B.6.
As one last example of the union of two sets, let’s suppose thatA = ∅
and B is any other set. What is the union, A ∪ B? Here, just as in
the last example, A doesn’t contribute anything to the union (since
A doesn’t have anything to contribute), so A ∪B = B yet again.

If you think about the union of two sets as being something like
the sum of two numbers, unioning with the empty set is like adding
zero: it doesn’t do anything.

The intersection of two sets
If A and B are two sets, their intersection is the set of elements that are in
both A and B. The intersection is denoted A ∩B.
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Example B.7.
Suppose A = {,,/,�,�} and B = {♂, ♀,,,Υ,�}. Then the inter-
section of A and B is

A ∩B = {,,�}.

Example B.8.
Recall Example B.5 above whereA = {−1, π, 4} andB = {−1, 0, 1, 3, π, 4}.
In this case A ∩B contains everything that’s in both A and B. Since
everything that’s an element ofA is already an element ofB,A∩B =
A.

In general if A ⊆ B, then A ∩B = A.

Example B.9.
Let’s consider an example where A and B have nothing in common.
SayA = {1, 3, 5} andB = {2, 4, 6}. Remember thatA∩B is supposed
to be the set of everything that’s in both A and B. In this example
there’s nothing that’s an element of bothA andB. This meansA∩B
contains nothing: A ∩B is the empty set, A ∩B = ∅.

Example B.10.
Extending the last example, let’s suppose that A = ∅ and B is any
other set. What shouldA∩B be? SinceA doesn’t have any elements,
it can’t have any elements in common with B (regardless of what B
is). Just like in the last example, this means A ∩B = ∅.

We saw in the previous section that ∅ ∪ B = B and said that if you
think of unions as being analogous to addition, unioning with the empty
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set was like adding zero. Similarly, ∅ ∩ B = ∅. If you thought about
intersections as being analogous to multiplication, intersecting with the
empty set is like multiplying by zero: it always gives you back the empty
set.

(This notion of unions being similar to addition, and intersections be-
ing similarly to multiplication, isn’t a mere coincidence. You can actually
devise a method of “encoding” numbers as sets so that the usual arith-
metic operations become operations on sets. This is an interesting thing
to think about, but it would take us too far afield to discuss.)

Unions and intersections of more than two sets
Above we described unions and intersections of two sets, but we can ac-
tually define unions and intersections for lots of sets. That is, if we had
three sets we could talk the union of all three, A ∪B ∪ C, or the intersec-
tion of all three A∩B ∩C. We could also do this for four sets, or five sets,
or ten billion sets, and the idea is exactly the same.

To make this precise, let’s say that we have n sets where n is any posi-
tive whole number. Let’s suppose n ≥ 2 just to make things easy. Suppose
our n sets are listed asA1,A2,A3, ...,An−1,An. Then we’ll define the union

A1 ∪ A2 ∪ A3 ∪ · · · ∪ An−1 ∪ An

as the set containing every element that’s in any of the Ak sets.

Example B.11.
Let’s consider a simple example where we take the union of the fol-
lowing four sets:

A1 = {2, 4, 6, 8, 10}
A2 = {3, 6, 9, 12, 15, 18, 21}
A3 = {5, 10, 15, 20}
A4 = {7, 14, 21}

Then the union of the four sets is

A1 ∪ A2 ∪ A3 ∪ A4 = {2, 3, 4, 6, 8, 9, 10, 12, 14, 15, 18, 20, 21}.
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We can actually describe this union of lots of sets by taking unions of
pairs of sets two at a time. For example, the union A ∪ B ∪ C could be
written as (A ∪ B) ∪ C. Just as in the case of arithmetic, the parentheses
have the highest possible precedence. That is, you always perform the
operations in parentheses first.

Example B.12.
Suppose A = {α, β, γ}, B = {β, κ, ϕ}, and C = {γ, δ, ϕ}. Then to
calculate A ∪ B ∪ C, we can just calculate (A ∪ B) ∪ C. We simply
do the things in parentheses first to generate a set A ∪ B, and then
union this set with C.

(A ∪B) ∪ C = ({α, β, γ} ∪ {β, κ, ϕ}) ∪ {γ, δ, ϕ}
={α, β, γ, κ, ϕ} ∪ {γ, δ, ϕ}
={α, β, γ, δ, κ, ϕ}

Conveniently, the order we perform unions in doesn’t matter. That is,
(A ∪B) ∪ C = A ∪ (B ∪ C).

We define intersections of multiple sets in a similar way. If we have
n ≥ 2 sets, labelled A1, A2, ..., An, then we define their intersection,

A1 ∩ A2 ∩ · · · ∩ An,

as the set containing the elements that are in each and every one of theAk’s.

Example B.13.
Consider the three sets below:

A1 ={1, 2, 3, 4, 5}
A2 ={2, 4, 6, 8, 10}
A3 ={4, 8, 12, 16, 20}

The intersection A1 ∩ A2 ∩ A3 consists of those elements that are in
every setA1, A2, andA3. By inspection, we see that the only element
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that is in all three sets is 4. That is,

A1 ∩ A2 ∩ A3 = {4}.

Just as for unions, we can use parentheses to intersect pairs of sets two
at a time.

Example B.14.
Consider A1, A2, and A3 as in the last example. We can calculate the
intersection A1 ∩ A2 ∩ A3 as follows:

(A1 ∩ A2) ∩ A3 = ({1, 2, 3, 4, 5} ∩ {2, 4, 6, 8, 10}) ∩ {4, 8, 12, 16, 20}
={2, 4} ∩ {4, 8, 12, 16, 20}
={4}

We can also consider unions and intersections of infinitely-many sets.
We will not have a need to do that in this course, but it is an operation
we can define. Intuitively, the intersection of infinitely-many sets is the
set of elements in every one of the sets we are intersecting; the union of
infinitely-many sets is the set of elements that are in at least one of the sets
we are unioning.

B.4 Cartesian Products
One construction that’s particular important for us is the idea of a Carte-
sian product. This is another way to take two sets and combine them get a
third set, but Cartesian products are a little bit different from unions and
intersections above. What we’ll do is take two sets,A andB, and consider
the set of all pairs (a, b) where a ∈ A and b ∈ B. This is called the Cartesian
product of A and B and is denoted A×B.

Example B.15.
As a simple example, let’s suppose thatA = {1, 2, 3} andB = {w, x, y, z}.
Then the Cartesian product A× B is the set of all pairs (a, b) where
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a is one of 1, 2, or 3, and b is one of w, x, y, or z. That is,

A×B = {(1, w), (1, x), (1, y), (1, z),

(2, w), (2, x), (2, y), (2, z),

(3, w), (3, x), (3, y), (3, z)}

This idea is important for us because can use Cartesian products to
combine lower-dimensional spaces together to build higher-dimensional
spaces.

We can in fact take Cartesian products of more than two sets, but to
do this we need to talk about tuples. For a whole number n ≥ 2, we define
an n-tuple to be a comma separated list of n items. For example, a 2-tuple
is just a pair: it’s just a list of two elements such as (x, y) or (1,−3). A
3-tuple is sometimes called a triple; examples are (a, b, c) or (−3, 12, 0). A
4-tuple is a list of four items: e.g., (α, β, γ, δ) or (0, 1,−π, sin(e)).

Remember that order matters for tuples, and does not matter for sets.
For example, the following sets are equal:

{4, 1/2, 2} = {1/2, 2, 4},

but the following 3-tuples are not equal:
(4, 1/2, 2) 6= (1/2, 2, 4).

Now, if we have n sets (where n ≥ 2 is a whole number) labelled A1,
A2, ..., An, then we can form their Cartesian product

A1 × A2 × · · · × An

as the collection of all n-tuples of the form (a1, a2, ..., an) where a1 ∈ A1,
a2 ∈ A2, ..., and an ∈ An.

Example B.16.
Consider the four sets below:

A1 ={a, b, c}
A2 ={1}
A3 ={0, 1}
A4 ={♂, ♀}.
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The Cartesian product of these three sets is the collection of all 4-
tuples of the form (a1, a2, a3, a4) where a1 is one of a, b, or c; where
a2 is 1; where a3 is one of 0 or 1; and where a4 is either♂ or ♀. Thus,

A1 × A2 × A3 × A4 = {(a, 1, 0,♂), (a, 1, 0, ♀), (a, 1, 1,♂), (a, 1, 1, ♀)

(b, 1, 0,♂), (b, 1, 0, ♀), (b, 1, 1,♂), (b, 1, 1, ♀)

(c, 1, 0,♂), (c, 1, 0, ♀), (c, 1, 1,♂), (c, 1, 1, ♀)}

Example B.17.
We can also take the Cartesian product of a set with itself. For ex-
ample, if A = {x, y, z}, then A × A is the set of all pairs (a, b) where
a is one of x, y, or z; and b is also one of x, y, or z:

A× A = {(x, x), (x, y), (x, z), (y, x), (y, y), (y, z), (z, x), (z, y), (z, z)}.

We could similarly consider A×A×A, which is the set of all triples
(a, b, c) where each of a, b, and c is one of x, y, or z:

A× A× A = {(x, x, x), (x, x, y), (x, x, z),

(x, y, x), (x, y, y), (x, y, z),

...
(z, y, x), (z, y, y), (z, y, z),

(z, z, x), (z, z, y), (z, z, z)}}

It gets tedious writing out A × A or A × A × A all the time, so we
will write A2 to mean A × A; A3 denotes A × A × A; A4 denotes
A× A× A× A; and so forth.

B.5 Standard Notations
In this section we describe some standard notation regarding sets. Many
times we’ll be concerned with sets that contain infinitely-many elements.
This presents a little bit of a problem for us in that we obviously can’t write
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out all of the elements in such a set. One convention is to use an ellipsis
(that is, the “dot dot dot” symbol: ...) after writing a few elements of the
set to mean “continue the pattern.”

Example B.18.
Consider the set

E = {2, 4, 6, 8, 10, 12, ...}.

This is the set of all positive even numbers.

Example B.19.
Consider the set

P = {3, 3.1, 3.14, 3.141, 3.1415, 3.14159, ...}

This is a set of numbers approximating π, where the pattern indi-
cated by the “...” means that we continue to append digits of π.

Of course, the “...” notation can be a little bit inconvenient sometimes
because it assumes the reader will pick up on the pattern you have in
mind. For example, what does the “...” refer to below?

{2, 4, ...}

Does this mean the even numbers, {2, 4, 6, 8, 10, ...}, or does this mean the
powers of two, {2, 4, 8, 16, 32, ...}?

To avoid ambiguity, we sometimes use an alternative notation called
set builder notation which gives us a more explicit pattern for determin-
ing what’s an element of the set. In set builder notation we separate the
interior of the curly braces by a vertical bar, |. On the left-hand side of
the vertical bar we say what the elements of the set look like, and on the
right-hand side of the vertical bar we give a condition all of the elements
of the set must satisfy. This likely sounds very unclear, but a few examples
should help.
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Example B.20.
One way to specify the set of all even integers, using set-builder no-
tation, would be to write

E = {2n |n is a positive whole number}.

The 2n on the left-hand side tells us that everything in the set looks
like “two times a number n.” The right-hand side tells us that the n
has to be a positive whole number.

Example B.21.
To specify the set of all the powers of 2, we could use set-builder
notation to write

T = {2n |n is a positive whole number}.

Example B.22.
Consider all of the points on the line y = 2x + 3. This collection of
points forms a set. In set-builder notation we could specify this as

{(x, y)|y = 2x+ 3}.

That is, we want all of the pairs (x, y) where y is 2x+ 3.

Example B.23.
The set of points on a circle of radius one, centered at the origin, in
the plane is specified in set-builder notation as

{(x, y)|x2 + y2 = 1}.
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This means that we want all of the pairs (x, y) where x and y are
related by the equation x2 + y2 = 1.

Common Sets
Some sets of numbers are so common that mathematicians have agreed
on special notations to identify those sets. Here we describe some of these
common sets. These sets are usually written in one of two ways. Years ago
these sets were identified by a single bold letter in textbooks. However,
bold letters are difficult to write on paper or a blackboard. For this reason,
people started doubling some of the lines in the letter when writing it on
paper or a blackboard. This was used to denote that the letter should be
bold. Over time this practice became more and more common, and now
many textbooks (but not all) use a special typeface called blackboard bold
which resembles these doubly lined letters.
Natural numbers, N

The natural numbers refer to the positive whole numbers and are de-
noted by a capital letter N in a blackboard-bold font: N.

N = {1, 2, 3, 4, 5, ...}.

These are called the natural numbers (or sometimes the counting
numbers) because they are the numbers that naturally appear when
one starts to consider mathematics for the first time: they represent
physical, countable quantities.

Integers, Z
The integers are simply the natural numbers, plus zero and the neg-
atives, and are denoted by a capital Z in a blackboard-bold font: Z.

Z = {...,−2,−1, 0, 1, 2, ...}.

The reason for the letter Z has to do with the many influential Ger-
man mathematicians, and the fact that Zahlen is the German word
for numbers.

Rational numbers, Q
The rational numbers are fractions of integers and are denoted by a
capital Q in a blackboard-bold font: Q.

Q =

{
p

q

∣∣ p, q ∈ Z, and q 6= 0

}
.
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The reason these numbers are called rational is because they repre-
sent ratios. The reason for the letter Q is that quotient is synonymous
with ratio.

Real numbers, R
The real numbers are the numbers we’ll typically care about in this
class. Giving a rigorous definition of the real numbers is a bit te-
dious, but these numbers just represent points on a number line.
Notice that there are real numbers which are not rational numbers,
such as

√
2 or π. (That is, you can not write

√
2 or π as a fraction of

two integers.)
The real numbers are represented by R.

B.6 Maps Between Sets
Given two sets, A and B, a map from A to B is a way to taking an ele-
ment of A and associating an element of B to it. You’re probably already
familiar with maps, but called them functions in your previous classes.
(The two words, map and function, and synonymous and so are used in-
terchangeably.)

Example B.24.
Suppose both A and B are the integers: A = Z and B = Z. One
example of a map fromA toB is the function that takes a number and
squares it. If we call this function f , then we might write f(x) = x2.
So, if you give an element of A (say x = −3), then I associate to it an
element of B (in this case, f(−3) = 9).

As the above example indicates, all a map does is take an element in
one set, and turns it into an element of another set. There is only one
stipulation here: you can’t turn the same element of A into two different
elements ofB. For example, you can not have a map f fromA toB which
says for some a ∈ A that f(a) = b and f(a) = c. Other than this one rule,
maps can do any weird and arbitrary thing you want.

To denote that the inputs of a map f live in a set A, and the outputs
live in a set B, we write f : A → B. This means “f is a function which
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takes elements in A, and turns them into elements ofB.” We already saw
one example of a map f : Z→ Z above, f(x) = x2.

Given a function f : A→ B, we say that A is the domain of f , and that
B is the codomain of f . The range of f is the set of all elements in B (all
elements in the codomain) that an element of A can actually be turned
into.

Example B.25.
Consider again the function f : Z → Z given by f(x) = x2. The
domain of this function is Z, the codomain is also Z, but what is the
range? The range is not Z because we can never square an integer to
get a negative integer: anything we square is positive or zero. This
means the range of the function is actually N ∪ {0} – the natural
numbers together with zero.

One notation you might encounter is x 7→ f(x). This is pronounced
“x maps to f(x).” For example, the function f(x) = x2 could also be
expressed as x 7→ x2. This just means that if you take an element x in
the domain of the function, you get an element in the range by squaring
x. (There isn’t any new idea here, it’s just an alternative notation you
should be aware of.)

Graphs of Maps
Given a map f : A→ B, the graph of f is a subset of the Cartesian product,
A × B, which represents the function. Precisely, the graph of f , which
we’ll denote by Γ(f), is the set of pairs (a, b) where a is an element of A,
and b = f(a). In set-builder notation,

Γ(f) =
{

(a, b)
∣∣ a ∈ A, b = f(a)

}
.

Again, note that Γ(f) ⊆ A×B.

Example B.26.
Let’s suppose A = {0, 1, 2, 3} and B = {0, 1, 2, ..., 9, 10}. Consider
the map f : A→ B given by x 7→ 2x+ 3. (Written another way, our
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map is f(x) = 2x+ 3.) The graph of this map is

Γ(f) = {(0, 3), (1, 5), (2, 7), (3, 9)} .

Example B.27.
Of course, a “graph” as defined above is just an abstract version of
the graphs you’ve seen throughout school. For example, the graph
of f(x) = x2 − 2 is really means the set

Γ(f) =
{

(x, y) | y = x2 − 2
}

which is the set of points marked in figure below.

Again, a “graph” is just an extension of what you think the graph of
a function should be. The reason we’re introducing a graph in this more
abstract way is because later we’ll consider graphs of multivariable func-
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tions, and it’ll be convenient if we can write those graphs down in this
more general, set-theoretic language.

B.7 Summary
The idea of a set is ubiquitous in mathematics: even if you’ve never seen
them before, sets have been behind the scenes most of the math you’ve
learned throughout school. The reason is that sets are simple tool for or-
ganizing information, and many “obvious” mathematical operations can
be rephrased in the language of sets. Having a nice universal language to
describe all of mathematics (which is essentially the goal of set theory) is
very powerful.

In this appendix we had a very quick introduction to set theory where
we learned what a set was, saw some standard notation, learned various
operations that could be performed on sets (unions, intersections, and
Cartesian products). These ideas will play a role in the calculus that we
learn later in the semester, but the main advantage for us learning set
theory right now is that it gives us a convenient language for describing
certain ideas in mathematics.
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